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handling implicit flows in the application. Davis responded 
that the current system only handles explicit flows. Had 
DBTaint led to the discovery of any flaws in the applica-
tions used in the evaluation? They did not discover any new 
flaws, but discussed several possible uses of DBTaint be-
yond information flow tracking, such as regression testing.

june 2 4 ,  3 : 30  p. m .–4 : 30  p.m .

Summarized by Thomas Moyer (tmmoyer@cse.psu.edu)

■■ xJS: Practical XSS Prevention for Web Application 
 Development
Elias Athanasopoulos, Vasilis Pappas, Antonis Krithina-
kis,  Spyros Ligouras, and Evangelos P. Markatos, Institute of 
 Computer Science, Foundation for Research and Technology—
Hellas; Thomas Karagiannis, Microsoft Research, Cambridge

Elias Athanasopoulos opened the talk with justification 
for another anti-cross-site scripting (XSS) framework. He 
argued that each of today’s frameworks failed in certain 
ways, including not being developer-friendly, unacceptable 
overhead, not being backwards-compatible, and not being 
DOM-independent. Their solution, xJS, addresses each of 
these issues and can defeat most XSS attacks. Athanaso-
poulos then introduced a new type of XSS attack called 
“return-to-JavaScript” attacks. He gave some examples of 
these attacks and showed how current techniques failed to 
prevent them.

xJS is a solution based on instruction-set randomization. 
The legitimate JavaScript in each page is passed through an 
isolation operator on the server that encodes the JavaScript. 
In order to decode the JavaScript on the client, the key is 
passed to the client. In their implementation, the isola-
tion operator was the XOR operation followed by Base64 
encoding. This encoded blob is then inserted where the 
script code would normally be and the client must run the 
isolation operator before being able to execute the script. 
Any injected code will be injected as plaintext and become 
muddled and not be understood by the JavaScript inter-
preter.

What JavaScript was protected in their implementation? The 
current implementation only encoded stand-alone JavaScript 
files, script tags in static files, and event handler code (e.g., 
onclick, onload, etc.) in static files. Handling dynamically 
generated files is future work.

■■ SeerSuite: Developing a Scalable and Reliable Application 
Framework for Building Digital Libraries by Crawling the 
Web
Pradeep B. Teregowda, Pennsylvania State University; Isaac G. 
Councill, Google; Juan Pablo Fernández R., Madian Kasbha, 
Shuyi Zheng, and C. Lee Giles, Pennsylvania State University

Pradeep Teregowda began with a description of SeerSuite 
and what services currently utilized SeerSuite. The Seer-
Suite framework is used to build digital libraries in an auto-
mated fashion. SeerSuite, unlike other digital libraries, does 

not rely solely on user submissions. Sites like CiteSeerX and 
ChemXSeer are currently available as examples of digital li-
braries built by SeerSuite. Scalability and reliability are two 
of the main design goals of the SeerSuite framework.

The architecture of SeerSuite was described, with a focus 
on how the framework automatically crawls the Web and 
builds a digital library. The Web crawler begins with a set 
of seed sites that it scans for links and documents. When 
documents are found, another component within the frame-
work converts the document to plaintext and extracts the 
necessary information. The document metadata that was 
extracted is inserted into the database, adding the content 
to the digital library.

One audience member asked about semantic information 
provided by third parties. Teregowda responded that federa-
tion of services allows third parties to provide services and 
access available data.
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Summarized by Saptarshi Ghosh (saptarshi.ghosh@gmail.com)

Balachander Krishnamurthy opened WOSN 2010 by 
welcoming the attendees and thanking the contributors. 
He read out welcome messages from Prgram Chairs Bruce 
Maggs and Andrew Tomkins (who could not be present).

■■ Ghostbusting Facebook: Detecting and Characterizing 
Phantom Profiles in Online Social Gaming Applications
Atif Nazir, Saqib Raza, Chen-Nee Chuah, and Burkhard 
 Schipper, University of California, Davis

Atif Nazir presented techniques to characterize and detect 
phantom profiles in online social gaming applications. He 
highlighted the fact that social gaming, platforms for which 
are provided by several popular OSNs, is now a billion-dol-
lar industry, yet no one has previously studied the impact 
of social games on the underlying social graph. Highly 
engaging social games provide a tendency for some gamers 
to cheat by creating fake (phantom) profiles which contami-
nate the social graph. Whereas most OSNs presently rely on 
reports by users and manual inspection to detect phantom 
profiles, the objective of this work is to characterize phan-
tom profiles in a gaming application and devise a super-
vised algorithm to detect such profiles.

The authors study the phantom profiles created in a social 
game played in Facebook, the “Fighters’ Club” (FC) game, 
where two users start a fight and friends of either user can 
support them. A set of 13 OSN-and-game-biased attributes 
were tested to identify phantom profiles. However, the 
social-network-based properties (e.g., number of friends, 
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number of networks joined, cumulative distribution of 
number of friends) were found to be similar for the genuine 
profiles as well as phantom profiles; hence statistical clas-
sification using such attributes are not effective in detecting 
phantom profiles, and game-based properties must be used.

Nazir reported observations on some of the game-based at-
tributes: total number of fights defended is more for genuine 
profiles than for phantom profiles; average number of oppo-
nents in picked fights is observed to be higher for phantom 
users than for genuine users; phantom users instigate/
defend fights of smaller duration. However, none of these 
attributes individually differentiates well between phantom 
and genuine profiles; so the authors propose to combine 
these attributes using a support vector machine classifier. 
Though the proposed technique achieves impressive results, 
the speaker’s opinion is that the method is not yet perfect; 
it can be used for, at most, flagging of suspected phantom 
profiles, but not for automatic deletion of those profiles. In 
particular, one drawback this method suffers from is that 
the actual ratio of phantom profiles to genuine profiles in 
the entire population is unknown.

Someone asked whether a new “arms-race” between creators 
and detectors of phantom profiles could begin in the near 
future. The speaker’s opinion was that only 5% of the phan-
tom profiles are usually active, and out of these 5%, most 
will not likely make the effort to create phantom profiles if 
they find that effective methods for detecting phantom pro-
files are being used by the OSNs. A member of the audience 
drew attention to a similar paper on the use of structural 
analysis to detect malicious user profiles in eBay. Another 
member of the audience asked whether phantom profiles 
make social games interesting in some way, but Nazir did 
not think so.

■■ Diffusion Dynamics of Games on Online Social Networks
Xiao Wei, Jiang Yang, and Lada A. Adamic, University of 
Michigan, Ann Arbor; Ricardo Matsumura de Araújo, Federal 
University of Pelotas, Brazil; Manu Rekhi, LOLapps

In this presentation, Lada A. Adamic discussed propaga-
tion of games through invitations sent by users of OSNs to 
others. In contrast to the previous presentation, this work 
assumed all profiles to be genuine. The emphasis of this 
work is to analyze how social games can be designed to 
propagate efficiently along an OSN, i.e., how more people 
can be made to play a game. Also, the behavior patterns of 
gamers in sending out invitations to other users in the OSN 
were studied. A user is said to be a successful inviter if the 
user whom he invites actually joins the game. Some of the 
questions investigated in this work are (1) is there any cor-
relation between how successful one is in inviting friends 
(to play the game) and how successful the friends are in in-
viting others? (2) should one invite all one’s friends or only 
a few close friends? (3) can successful inviters be identified 
based on their profile attributes?

The data of two popular social games were studied using 
data provided by LOLapps (the company that created the 
games), both games having millions of Facebook users. 
They found that most users invite only a few friends; those 
who invite indiscriminately have a lower yield per invita-
tion. Correspondingly, pacing the invites, sending repeat 
invitations to the same target, and inviting fewer friends at 
a time corresponds to successful invitations. On the other 
hand, factors such as the gender of the inviter or the size 
of the inviter’s friend-network were uncorrelated; however, 
higher success in invitations is positively correlated with 
higher engagement (i.e., time spent) in the game of the 
inviter. Furthermore, dense cliques forming the underlying 
social network are readily absorbed into the games.

The properties of invitation cascades generated by the 
invitations sent by users were found to be wide and shal-
low and to have small-world properties, with many users 
receiving multiple invitations. It was also observed that the 
probability of a user joining a game depends on how many 
invitations they receive but not on how different the invit-
ers are from one another. Adamic pointed out some future 
directions of research, such as investigating whether the 
games merely use the underlying social network to propa-
gate or whether the games also cause the social network to 
grow. Other directions included characterizing large-scale 
invitation cascades.

Do users who send out more invitations get a higher yield 
in absolute numbers, even if the per-invite success is lower? 
Adamic said that this was true, but that games must take 
into account how much they annoy potential users, which 
could adversely affect adoption of future games. A member 
of the audience was of the opinion that most users of OSNs 
are likely to not use their official profiles for playing such 
games and sending invites; rather, they would create profiles 
specifically for the purpose of gaming. Another attendee 
asked whether the cliques that get absorbed into the game 
were cliques in the real world. Adamic said this was likely, 
to which the questioner asked about the profile similar-
ity within cliques. Adamic replied that this would be an 
interesting measurement, since their work so far had looked 
at the correlation of profile similarity of inviters with invita-
tion success, not within-clique profile similarity.

■■ Outtweeting the Twitterers—Predicting Information 
 Cascades in Microblogs
Wojciech Galuba and Karl Aberer, EPFL; Dipanjan Chakraborty, 
IBM Research, India; Zoran Despotovic and Wolfgang Kellerer, 
DOCOMO Euro-Labs

Wojciech Galuba presented this study on the characteristics 
of information flows in Twitter. The authors report that the 
distribution of number of tweets received by Twitter users 
has a median of 552 tweets per day, which indicates an 
information overload. The motivation of the present work is 
to improve how information flows in Twitter. The authors 
look into the diffusion of URLs in Twitter (through tweets) 
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and investigate whether it can predict with what probability 
a given URL will be mentioned (tweeted) by a given user. 
Such predictions can provide protection from information 
overload, e.g., by sorting incoming URLs by probability of 
re-tweeting.

Data was collected by querying the Twitter search API for 
the string “http”. Power law distributions were observed for 
user activity, whereas log-normal fits were observed for the 
degree distribution of Twitter users in the social network. 
The authors studied information cascade digraphs formed 
in Twitter, where nodes in the digraphs represent users who 
mention a given URL and directed edges indicate the flow of 
a URL from one user to another through a tweet. Two types 
of information cascades were observed: re-tweet cascades, 
which are trees in their structure, and follower cascades 
,which are directed acyclic graphs. Information cascades 
were also found to be shallow in their depth.

The authors also proposed a model to predict the probabil-
ity of a given user mentioning a given URL. The model con-
siders three factors for the prediction: influence of one user 
over another, external influences on users, and the vitality 
of the given URL. The input to the model is a time window 
of tweets, and the outputs are the probability values as 
stated above; the model optimizes the F-score (the harmonic 
mean of precision and recall). The proposed model was able 
to predict more than half of the URL-tweets with only 15% 
false positives. It is to be noted that the events predicted are 
only within one hop in the Twitter follower graph from the 
users that have already mentioned a URL.

Was spam considered in the model? Galuba said that they 
relied on Twitter itself to remove spammers, and each user 
in the data was verified later to ascertain whether the user 
profile still existed. Galuba also said that about one-fifteenth 
of the tweets gathered in the experiments had tweets in 
them. Was the presence of private profiles considered in the 
model? Galuba clarified that it was not considered. What is 
the relative importance of the three factors considered in the 
model (stated above)? Galuba’s opinion was that the user-to-
user influence seems the most important.

session 2

Summarized by Saptarshi Ghosh (saptarshi.ghosh@gmail.com)

■■ Privacy Leakage in Mobile Online Social Networks
Balachander Krishnamurthy, AT&T Labs—Research; Craig E. 
Wills, Worcester Polytechnic Institute

This work, presented by Craig E. Wills, is a continuation of 
the authors’ work presented in the 2nd WOSN in 2009. The 
objective was to study the potential leakage of personally 
identifiable information from OSNs to third-party aggrega-
tors. The widespread use of mobile devices has resulted in 
the popularity of mobile-OSNs (mOSN); personal informa-
tion shared by users with a mOSN that is connected to a 
traditional OSN is also shared with that OSN, and this may 

cause additional concerns in leakage of such information. 
Most mOSNs have a “check-in” mechanism that establishes 
both a user’s presence in the mOSN and the user’s current 
location. Also, mobile devices have a unique device identi-
fier and if this identifier is leaked to a third-party aggrega-
tor, it can be linked to a user’s real identity. Such threats are 
usually not present in the case of a traditional OSN being 
accessed using a browser running on a computer.

The present work examined some mOSNs having roots 
as a traditional OSN and some OSNs which were not in 
existence before widespread use of mOSNs. Most of these 
mOSNs studied have device-specific applications that make 
the use of the data easier for users (e.g., Apple iPhone ap-
plications). However, only a minority of mOSNs provide 
any privacy settings via the smartphone and mobile appli-
cations. Many of the mOSNs studied are connected to the 
standard OSNs like Twitter, Facebook, and Flickr—com-
ments posted on the mOSNs get reflected on these standard 
OSNs as well. The OSN identifier of the user posting the 
comment is often leaked from these mOSNs.

Wills reported that some type of private information, such 
as user location or device identifier, is being leaked by 
all the mOSNs that were studied. Such leakages may be 
quite difficult to prevent by the users. The authors classify 
information leakages to third parties from mOSNs into two 
classes—explicit leakage, via Request-URI or POST rquests, 
and implicit leakage, via the Referer or Cookie HTTP head-
ers. Explicit leakages are difficult to prevent unless done on 
a per-server basis, while implicit leakages can be prevented 
by users. Moreover, users nowadays want to share their 
profile information across several OSNs, and this makes 
some of the personal information available to third-party 
aggregators.

What causes such information leakage? Is it careless 
programming, or is it part of the business model? The co-
author of the paper, Balachander Krishnamurthy, said that 
the authors had contacted some of the mOSNs studied to 
inform them of the leakage and to seek explanations, but 
no satisfactory explanation was given; rather, one mOSN 
replied that such leakages are common. Have the authors 
tried to correlate what is public information in an OSN (i.e., 
what the users want to make public) to what was being 
leaked? It has been verified that some OSNs are actually 
handing over non-public information to third-party aggre-
gators, allowing the real identity of users to be established 
or the tracking of Web sites visited by users.

■■ Don’t Tread on Me: Moderating Access to OSN Data with 
SpikeStrip
Christo Wilson and Alessandra Sala, University of California, 
Santa Barbara; Joseph Bonneau, Computer Laboratory, Univer-
sity of Cambridge; Robert Zablit and Ben Y. Zhao, University of 
California, Santa Barbara

Christo Wilson presented methods to restrict or moderate 
access to user data in OSNs. User profiles in OSNs include 
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information (such as birthday, location) that can be used 
for malicious purposes (e.g., by spammers to construct 
phishing mails). Researchers also collect and analyze large 
amounts of OSN data. In addition, there are firms which 
provide features for the very large-scale crawling of OSNs. 
OSN users are sometimes unable to defend themselves from 
such information gathering due to complex privacy settings 
used by some OSNs; most users are also too lazy to use 
these settings.

Wilson discussed some of the existing technologies to 
control crawling, but none of these technologies sufficiently 
controls access to OSN data by today’s crawlers. Configura-
tion files (e.g., robots.txt) tell crawlers how to behave, but 
compliance with the rules stated is voluntary. Requests 
can be filtered by servers based on HTTP Request Head-
ers, but headers can be modified by crawlers. Servers also 
use IP-address-based tracking, but NATs and proxies create 
problems; for example, many genuine users using the same 
proxy as a malicious crawler can get blocked. Several OSNs 
do authenticate user accounts and track the number of 
requests sent by accounts, but the problem in this approach 
is that the URLs are session-independent; hence a malicious 
crawler can switch to another user account if one is blocked 
due to generation of too many requests.

To effectively moderate the crawling of OSN data, the 
authors propose SpikeStrip—a technique using server-side 
link encryption by the user’s session key and a secret key 
generated by the server. If a crawler switches to another ac-
count, the session key changes and the server will no longer 
be able to decrypt URLs sent by the crawler using the new 
session key (since the encryption was done using the previ-
ous session key). Thus this method prevents session-switch-
ing by crawlers. Also, distributed crawlers will be prevented 
from sharing URLs, since the session keys will be different 
for each instance of the crawler. This method also enables 
strong rate limiting. The authors evaluate their proposed 
approach using two metrics—the server overhead caused by 
the method, and the effectiveness of the method in throt-
tling crawlers. The proposed technique was implemented 
on an Apache server, and resulted in about 7% additional 
overhead on the server while very successfully throttling 
crawlers.

A member of the audience pointed out that a link-en-
cryption-based technique has been commercially used by 
an OSN in Russia since 2007 to moderate access to data. 
Whereas the authors of the present work assume that a 
session key is linked to a user account, the aforemen-
tioned OSN server sends back new session keys with every 
request. Someone also commented that many OSN users 
wish to share links but link encryption makes this diffi-
cult. Wilson’s opinion was that crawlers and users (people) 
are usually interested in accessing different sets of URLs: 
people are very often interested in accessing photos (im-
ages), for example, unlike crawlers; SpikeStrip could be 

used to  selectively encrypt the links that crawlers are mostly 
interested in.

■■ Prediction Promotes Privacy in Dynamic Social Networks
Smriti Bhagat, Rutgers University; Graham Cormode, 
Balachander Krishnamurthy, and Divesh Srivastava, AT&T 
Labs—Research

This work, presented by Smriti Bhagat, discusses ways to 
anonymize OSN data in order to protect the identity and 
privacy of the users before the data is published for use by 
researchers and other third parties. For anonymization, a 
version of the OSN data must be published which protects 
the identity of users, yet is usable for analysis (e.g., studying 
communication patterns). Some commonly used techniques 
for anonymization are simple anonymization (replacing user 
names with arbitrary numbers, but easy to break), adding/
removing edges to make neighborhoods similar (but this al-
ters the social graph), and node mapping (grouping multiple 
users to hide the identity of any individual user). However, 
the focus till now has mostly been on anonymization of a 
static network, publishing a single anonymized instance of 
the network. The present work is on the problem of dynam-
ic network anonymization—given a temporal sequence of 
graphs {G0, G1, . . . , Gt}, the output needs to be a (modi-
fied) sequence of graphs such that the likelihood of identi-
fying the node that represents a given user or determining if 
a pair of users interact is small.

Bhagat clarified that naive approaches for dynamic anony-
mization—such as individually anonymizing each graph 
instance in the given sequence, or anonymizing only the 
first instance (G0) and inserting new edges as they ap-
pear—do not work well. The proposed method uses node 
mapping along with link prediction techniques; two users 
are grouped together only if there is no path of length two 
with at most one predicted edge between these two users. 
In simple terms, if there is a high probability of two users 
getting linked with each other in future, the proposed 
approach will keep these users in different groups. The 
authors defined a new metric called Edge Identification (EI) 
to measure privacy loss due to anonymization and show 
significant improvement in EI on using link prediction for 
social network datasets. The authors also showed that graph 
sequences anonymized by this approach effectively answer 
queries with insignificant increase in errors due to grouping 
with link prediction.

Is the proposed technique dependent on the window 
length? Bhagat clarified that the window length needs to be 
such that consecutive samples in the given sequence differ 
considerably with respect to number of new users and edges 
introduced in the samples. If certain structures get intro-
duced in the social graph with time, would it be possible 
to identify the structures in the anonymized sequence? 
Although such structures might be identified in the ano-
nymized sequence, due to the guarantees of the grouping 
approach, even if a few users in a group are identified, the 
privacy of other users in the group may be preserved. How-
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ever, it is not possible to provide absolute guarantees on 
anonymization without assuming some attack models and 
background information.

session 3

Summarized by Christo Wilson (bowlinearl@gmail.com)

■■ A Geometric Model for On-line Social Networks
Anthony Bonato, Ryerson University; Jeannette Janssen, 
 Dalhousie University; Pawel Pralat, West Virginia University

Anthony Bonato presented work that focuses on creating 
new graph models specially tailored to social networks. 
Typical random graph models are targeted to observed 
properties of random graphs, such as power-law degree 
scaling, small-world clustering, and local communities. It 
has also been observed that dynamic random graphs tend 
to exhibit densification power law (i.e., average degree 
increases over time) and shrinking distances (i.e., graph 
diameter decreases over time). The goal of this work is to 
create a good model for social graphs specifically, since few 
models are tailored specifically for this purpose. This model 
should evolve in a “natural” way, so that generative forces in 
the social network can be understood and used to predict 
links in the graph.The authors’ previous work focused on a 
deterministic model exploiting transitivity in social relation-
ships, called iterated local transitivity. This model exhibits 
many desirable properties but fails to generate power-law 
degree distribution. Hence, the authors moved on to geo-
metric models that map OSNs, which live in social space, 
to Euclidean space. This process involves isolating user 
attributes that can be used to define a set of dimensions and 
then determining user placement in the space by looking at 
the commonalities between these elements. Once users have 
been embedded in Euclidean space, a volume can be drawn 
around them, and all other users inside this volume are 
linked to the central user.

The authors’ current work on this topic involves combin-
ing two existing models, random geometric and Protean, to 
construct a new model called Geometric Protean (GEO-P). 
The key features of this model involve varying the size of a 
user’s influence sphere based on a ranking function, itera-
tively removing and adding new nodes, then re-ranking. 
The benefits of this model are that it generates power-law 
graphs where average degree, diameter, and density are fully 
parametrized. The authors also note that the dimensionality 
of social graphs appears to be equal to log(n), although this 
has not been proven yet.

Questions from the audience mostly focused on the di-
mensionality of social graphs. Specifically, is there a way to 
map between the Euclidean dimensions and specific user at-
tributes? As the authors’ work is more theoretical in nature, 
they were unable to concretely answer these questions, 
instead saying that it’s up to empiricists to solve those types 
of questions.

■■ Distance Matters: Geo-social Metrics for Online Social 
Networks
Salvatore Scellato and Cecilia Mascolo, Computer Laboratory, 
University of Cambridge; Mirco Musolesi, University of St. 
 Andrews; Vito Latora, Università di Catania and INFN

Salvatore Scellato presented a first stab at answering the 
question, what is the role of geography in the structure of 
OSNs, and how does it affect information dissemination? 
To answer this question, the authors gathered data from 
several social networks and mapped people based on their 
stated location. They could then examine users’ friends in 
geographic space, to examine whether friendships occur 
between users who are close geographically, and classify 
users based on their preference for short- or long-distance 
relationships. The authors also aim to examine information 
dissemination with respect to user geography and how this 
may impact social application performance.

The authors constructed a new social graph type called a 
Geographic Social Network, where all users are placed in 
a 2D space, and social edges between users are weighted 
based on geographic distance. This leads to the invention 
of two new graph metrics: node locality (i.e., how close in 
space my neighbors are) and geographic clustering coeffi-
cient. These metrics are constructed to highlight nodes and 
groups of nodes that exhibit tight geographic clustering, 
and they include a scaling parameter to account for relative 
differences in geography (i.e., comparing user distances in a 
tight urban metropolis is not equivalent to the same task in 
a widespread, rural community).

The authors crawled Brightkite completely, and crawled 
snowball samples of FourSquare, LiveJournal, and Twitter. 
They then used the Yahoo Geocoding API to obtain GPS 
coordinates for users who gave their location via textual 
descriptions. The authors observe that users in location-
based OSNs such as FourSquare and Brightkite have friends 
links geographically closer (1,200 km on average) than 
more general OSNs (Twitter was 5,000 km on average). On 
FourSquare, in particular, 60% of links are less than 1 km 
in length, showing that users tend to live very close to their 
OSN friends. There even exist a small number of hyperlocal 
users on FourSquare and Brightkite that have geographic 
clustering coefficients of 1, meaning they all live in exactly 
the same place.

Questions from the audience fell into two areas. The first 
concerned bias in the data due to people not uniformly tag-
ging data (on Twitter) and people having geographic biases 
(i.e., users tend to follow people in their own country/cul-
ture). The authors agreed that these were difficult problems 
to deal with. The second area concerned time-based dy-
namics: does geography drive new friendships or do exist-
ing friends tend to migrate close together? Unfortunately, no 
location-based OSN reports the times that new friendship 
links form, and thus this can’t be examined as of yet.
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■■ Orion: Shortest Path Estimation for Large Social Graphs
Xiaohan Zhao, Alessandra Sala, Christo Wilson, Haitao Zheng, 
and Ben Y. Zhao, University of California, Santa Barbara

Xiaohan Zhao presented this work, focused on the creation 
of a new system that can perform node distance computa-
tions on massive social graphs in real time. There are many 
interesting and novel social applications that are enabled 
by today’s huge social graphs. Examples include influence 
maximization for marketing campaigns, and social search. 
However, both of these examples, and many others, are 
predicated on being able to compute social distances in real 
time. This is impossible with today’s graph distance algo-
rithms, which usually run in O(VE) time.

The goal of this work is to design a new system that can 
scalably provide social distance information in O(1) time to 
enable real-time applications. Meeting this goal requires that 
some caveats be managed: specifically, the preprocessing 
time necessary to bootstrap the system, and the accuracy of 
generated results. The authors proposed to meet these goals 
through the construction of a novel Graph Coordinate Sys-
tem called Orion that embeds users from the social graph 
into a Euclidean space.

There are two approaches to embedding social graphs into 
Euclidean space. The first approach, modeling a physi-
cal system, requires too much preprocessing to be practi-
cal. The second approach, using landmarks, works better 
in practice. High-degree users are the best choice for the 
landmarks, and all other users can be placed by perform-
ing a constrained number of full-breadth first searches of 
the graph. The authors use an incremental global simplex 
downhill heuristic to ensure that preprocessing time for 
Orion remains linear on the size of the graph.

The authors evaluated Orion using four datasets crawled 
from Facebook regional networks. They show that a 300k 
node graph can be preprocessed in about two hours (an 
acceptable, one-time cost). They also showed that Orion 
calculates node distance measurements seven orders of 
magnitude faster than BFS (Breadth-first search), with only 
0.2 relative error in distance calculations. The authors also 
show that Orion is suitable for calculating higher-order 
graph metrics, such as average path length (error > 0.3).

Questions from the audience were varied. One person want-
ed to know about recovering actual, hop-by-hop shortest 
paths from Orion rather than just overall distances, which 
the system doesn’t currently support. Another question con-
cerned dynamic graphs, which the presenter agreed was an 
interesting problem and the likely future focus of this work.

■■ The Effects of Restrictions on Number of Connections in 
OSNs: A Case-Study on Twitter
Saptarshi Ghosh, Gautam Korlam, and Niloy Ganguly, IIT 
Kharagpur, India

Saptarshi Ghosh discussed the effects of the limits imposed 
by many OSNs on the number of social friends each user 
may have. These limits are imposed mainly to control spam 

and to prevent undue strain on the OSN’s infrastructure in 
supporting user-to-all-friends communication. In contrast 
to fixed limits in most OSNs, Twitter has imposed a “soft” 
limit on the number of people a user can follow (i.e., users’ 
outgoing links are limited based on how many incoming 
links they have). While people often complain about these 
limits, research results suggest that the limits only actu-
ally affect hyper-active users. However, these limits do have 
ramifications on how the OSN evolves. This work seeks to 
probe those ramifications.

On Twitter, there is the concept of “follow spam‚” i.e., users 
who do nothing but follow others just to draw attention 
to themselves for nefarious reasons. This causes Twitter to 
limit the number of people one can follow to 2000, beyond 
which one can follow more only if one has a commensurate 
number of followers. The actual algorithm for this is secret 
(security through obscurity), but people have independently 
reverse-engineered two plausible algorithms. The authors 
performed BFS crawls of 1 million Twitter users in Novem-
ber 2009 (about one year after the limit was imposed) to 
observe users’ in-degree and out-degree distributions. They 
observed that only 6.6% of users follow more than 2000 
people, and almost all users have out-degree less than 1.1 
times their in-degree; this result agrees with the conjectures 
regarding Twitter’s secret follow-control algorithm. The 
authors also note that the 2000 follow-limit on out-degree 
causes a pronounced spike around 2000 in the out-degree 
distribution, as there are many users who exhibit the “fol-
low spam” paradigm of following many but not being fol-
lowed in return. The authors discuss a new social network 
growth model based on preferential attachment, which in-
corporates restrictions on user-degree. The proposed model 
can be used to analyze effects of different forms of restric-
tions on the topological properties of social networks as well 
as to design restrictions of varying rigidity.

Questions from the audience focused on potential deficien-
cies in the authors’ crawling methodology. Specifically, 
BFS (and repeated BFSes from distinct starting points) are 
likely to bias gathered data towards high-degree nodes. The 
speaker agreed with this observation and said that they plan 
to collect unbiased samples of the Twitter social network, 
using methods such as Metropolis-Hasting random walk.

session 4

Summarized by Christo Wilson (bowlinearl@gmail.com)

■■ Voice of the Customers: Mining Online Customer Reviews 
for Product Feature-based Ranking
Kunpeng Zhang, Ramanathan Narayanan, and Alok Choudhary, 
Northwestern University

This work, presented by Kunpeng Zhang, focuses on ag-
gregating and automatically distilling textual user reviews of 
products online into concise and comparable feature-based 
rankings. Online shopping continues to increase its market 
share, and many of the top sites encourage users to review 
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products they have purchased. User reviews are very impor-
tant in influencing the decisions of new buyers, but it can 
be time-consuming to read all available reviews, especially 
since different people have different requirements when 
evaluating products. In this work, the authors propose using 
comparative and subjective evaluative sentences to construct 
graphs of product features which are weighted according to 
the products’ relative strengths and weaknesses.

The authors look for two different types of statements when 
parsing user reviews: comparative sentences and subjec-
tive sentences. The first type of statement compares the 
relative merits of one product as compared to one or more 
other products in the same category. These statements form 
the edges of the product graph, with the weight being the 
positive or negative customer sentiment. The second type of 
statements are simply positive or negative declarations about 
one specific product. These statements are used to weight 
nodes of the product graph. The authors leverage a corpus 
of 2000 positive keywords, 4500 negative words, and 30 
words of negation when performing their textual analysis. 
The authors use three techniques (keyword matching, part-
of-speech analysis, and predefined patterns) to identify com-
parative sentences, at which point they apply refinements to 
ensure that statements conform to the requirements neces-
sary for further analysis.

The authors targeted this work towards evaluation of 
cameras and televisions using data crawled from Amazon. 
Each product is present in multiple different weighted 
graphs, where each graph represents a particular product 
feature, i.e., a camera might be in lens, flash, and battery-
life graphs. Once these graphs are constructed the authors 
leverage a novel ranking algorithm, pRank, to calculate the 
importance of each product n for each feature f. This allows 
them to isolate the most important feature in terms of the 
overall product quality (importance function). The statistics 
of feature sentences also tell what features were most talked 
about (relative feature fraction). pRank compares favorably 
with reviews generated by experts in each of the two mea-
sured product categories, as opposed to simple metrics like 
Customer Star Rating and SalesRank, which fail to correlate.

Questions from the audience focused on extensions to this 
work. Specifically, could the weight of individual reviews 
be added to the system, say to up-moderate knowledgeable 
experts and down-moderate trolls? The author stated that 
they are currently working on using data on reviewer fidel-
ity from Amazon to extend their techniques to incorporate 
this additional information.

■■ I rate you. You rate me. Should we do so publicly?
Chun-Yuen Teng, Debra Lauterbach, and Lada A. Adamic, 
University of Michigan

Chun-Yuen Teng presented this paper, which focused on 
quantifying the biasing effects of public visibility of user 
reviews in online systems. Many Web 2.0 sites use rec-
ommendation/reputation systems to help users evaluate 
products and each other, but are these social ratings honest? 
Specifically, does the design of these sites, and whether 

review sources are public or private, affect the quality of 
resultant reviews? To answer these questions, the authors 
crawled reviewer data from Amazon and Epinions and 
obtained the entire (anonymized) review database from 
CouchSurfing.

The most immediate effects of site design observed by the 
authors were on review reciprocity. Positive reviews left in 
public places were likely to generate positive reviews for the 
initial reviewer as well. However, making reviews/reviewers 
public (and thus leaving open the threat of public retali-
ation) also has the effect of causing few overall negative 
reviews to be left at all. For example, the ratio of positive 
to negative reviews on CouchSurfing is 2500:1, and 70% 
of vouches are reciprocated. The same is true on Epinions, 
where public reviews are likely to be positive, while anony-
mous reviews are more negative. Real name (as opposed to 
anonymous) reviewers also tend to be more thorough, as 
these reviewers leave longer comments on Amazon.

Other social factors seem to affect reviews as well. Men 
tend to be more egalitarian with their ratings, while women 
tend to rate other women more highly on friendship and 
trust. Age, geographical separation between reviewers, and 
cultural homophily also all influence review scores between 
people. Overall, the authors’ takeaway advice was not to 
take online reviews at face value; there are many hidden 
social effects that warp and skew reviews.

Questions from the audience focused on additional sources 
of bias in the review data. The authors were asked if tem-
poral dynamics affect reviews (i.e., incidental mood swings) 
and about review reproducibility (i.e., if one person reviews 
the same thing twice, will the reviews be consistent?). The 
authors acknowledged that these were difficult questions 
that were hard to quantify with the available data.

■■ Measuring Online Service Availability Using Twitter
Marti Motoyama, University of California, San Diego; Brendan 
Meeder, Carnegie Mellon University; Kirill Levchenko, Geoffrey 
M. Voelker, and Stefan Savage, University of California, San 
Diego

Marti Motoyama explained the potential for using Twit-
ter to automatically detect outages affecting online service 
providers. Twitter is ideal for this sort of study because of 
the social structure of the network, the real-time nature of 
its messages, and the rapid dissemination of information 
throughout the community. People also provide a vary-
ing set of real-world vantage points on service conditions 
and may notice localized and transient failures that other 
automated up-time measurement tools (e.g., ping) may 
miss. In effect, this enables researchers to treat the OSN 
as a human-sensor network. The importance of measuring 
service outages will only increase as more services move 
to the cloud; hence the need for this work. As a motivating 
example, the authors note that it took several traditional 
news media outlets over one hour to publicize news of the 
Gmail outage that occurred on September 1, 2009, whereas 
users on Twitter started messaging about the outage within 
minutes of its occurrence.
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The authors crawled Twitter for data and performed textual 
analysis to look for outage events. They focused on the 
bi-gram “is down” as the primary indicator of service out-
ages, with the hashtag “#fail” being a secondary indicator 
(mostly because it is a commonly used tag, hence leading to 
a noisy signal). They examine the two words surrounding 
service names during known outages and verify that the 
word preceding the phrase “is down” effectively denotes the 
name of the affected service. In order to filter out noise (e.g., 
people tweeting about non-existent outages), the authors use 
an exponentially weighted moving average to determine the 
incidental volume of tweets about each service. The stream 
of tweets is divided into five-minute intervals, and any 
service that exceeds a moving threshold for two consecutive 
intervals generates an outage alarm. In order to tune the 
parameters, the authors created a validation set by looking 
for outages through search engines and manually inspecting 
maintenance blogs. Subsequently, they tried different com-
binations of parameters and picked the ones that produced 
the lowest F-scores.

In order to validate their methodology, the authors looked at 
eight service disruptions that occurred in 2009, for which 
they were also able to find an article or blogpost approxi-
mating the start time of the outage. Their automated system 
managed to detect all eight test events, although the time to 
detect the event sometimes lagged 10 to 50 minutes behind 
the actual start of the outage. They noted that news articles 
may be imprecise in their assessment of the actual outage 
start times. The authors observed that detection times could 
be improved by expanding the set of warning bi-grams, 
e.g., to detect tweets such as “anyone having problems with 
Gmail” instead of just “Gmail is down.”

Running the automated analysis on the entire corpus of 
crawled tweets resulted in the detection of 894 outage 
events affecting 245 entities. The authors determined that of 
these 245 entities, 59 were false positives, mostly associated 
with sporting events (where the phrase “is down” makes 
sense). Of the top 50 experimentally discovered outages (as 
determined by the volume of tweets containing “is down”), 
the authors manually verified 48. Interestingly, nine of these 
outages were of Twitter itself. One possible explanation may 
be that third-party applications queue tweets during the 
outages and push the updates out when Twitter comes back 
online. Out of 50 random outages sampled by the authors, 
35 were manually verifiable. These included outages of 
major services such as World of Warcraft and Netflix.

One person was concerned about using the system to mea-
sure public sentiment, which Motoyama agreed would be 
possible. Another question was about attacks, i.e., would it 
be possible to spam/astroturf Twitter and fool the sensor? 
This seems unlikely, given the large number of users on 
Twitter, but is not impossible. Lastly, there was a question 
about using tweets that are geo-tagged to further refine the 
locations of failures. The author thought this would be a 
very valuable feature, but presently this isn’t feasible given 
the small percentage of tweets that are geo-tagged.

2nd USENIX Workshop on Hot Topics in Cloud 
Computing (HotCloud ’10)

June 22, 2010 
Boston, MA

Foreword by Alva L. Couch (couch@eecs.tufts.edu)

For those of us who attended both HotCloud ’09 and ’10, 
there has already been a transformation. In 2009, the work-
shop was dominated by definitions and struggles, including 
carefully defining the kinds of clouds and struggling with 
the oxymoron we call “cloud security.” In 2010, surprisingly, 
the community has made some peace with the invariant 
properties of clouds, and the workshop was overwhelmingly 
solution-centered, with many small problems addressed and 
at least a hint that the grand-challenge problems of cloud 
privacy, security, isolation, and predictability may have 
technical solutions. More profoundly, ideas have matured, 
and it is reasonable to expect that many of the papers 
presented in 2010 will appear shortly in full paper venues. 
As scary as cloud security and privacy issues may be in 
isolation, clouds still have the potential to transformation-
ally improve security and privacy of data for many small 
enterprises, whose non-cloud security practices are current-
ly inadequate. In short, while 2009 painted a fairly bleak 
picture with rather stormy clouds, 2010 looked forward to 
a relatively sunny future, with a few cirrus clouds unobtru-
sively floating high in the sky.

perform ance and power

Summarized by Joshua Reich (reich@cs.columbia.edu)

■■ Seawall: Performance Isolation for Cloud Datacenter 
Networks
Alan Shieh, Cornell University and Microsoft Research; Srikanth 
Kandula, Albert Greenberg, and Changhoon Kim, Microsoft 
Research

Currently, applications can’t guarantee performance after 
migrating to the cloud. Globally shared resources, such as 
network capacity share, are probably the most difficult to 
control, and this is when other applications running in the 
cloud are well behaved. When malicious users are present 
(e.g., DNS attacks from cloud tenants) this problem becomes 
even worse.

Alan Shieh presented Seawall, whose goals are to isolate 
tenants, controlling their share of the network, while still 
utilizing network capacity effectively. Additional constraints 
are that tenant code is untrusted and system churn should 
be minimized as VMs come and leave. Possible solutions 
include counter-based flow level AC (can’t handle sufficient 
number of flows), QCN (not yet standard, requires network 
upgrades, solves a somewhat different problem), and end-to-
end bandwidth restrictions (easy to subvert).

Seawall works by having all traffic flow through a “Seawall 
port” on the hypervisor. It requires no central controller 
(each host runs its own rate controller); is enforced by “Sea-
wall ports,” sitting on the packet forwarding path (one per 


