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h o w  e f f e c t i V e  a r e  c o m m e r c i a l 
cloud computers for high-performance 
scientific computing compared to currently 
available alternatives? I aim to answer a 
specific instance of this question by exam-
ining the performance of Amazon EC2 for 
high-performance scientific applications. 
I used macro and micro benchmarks to 
study the performance of a cluster com-
posed of EC2 high-CPU compute nodes and 
compared this against the performance of 
a cluster composed of equivalent proces-
sors available to the open scientific research 
community. My results show a significant 
performance gap in the examined clusters 
that system builders, computational sci-
entists, and commercial cloud computing 
vendors need to be aware of.

The computer industry is at the cusp of an im-
portant breakthrough in high-performance com-
puting (HPC) services. Commercial vendors such 
as IBM, Google, Sun, and Amazon have discov-
ered the monetizing potential of leasing compute 
time on nodes managed by their global datacen-
ters to customers on the Internet. In particular, 
since August 2006, Amazon has allowed anyone 
with a credit card to lease CPUs with their Elastic 
Compute Cloud (EC2) service. Amazon provides 
the user with a suite of Web-services tools to re-
quest, monitor, and manage any number of virtual 
machine instances running on physical compute 
nodes in their datacenters. The leased virtual ma-
chine instances provide to the user a highly cus-
tomizable Linux operating system environment, 
allowing applications such as Web hosting, distrib-
uted data analysis, and scientific simulations to be 
run. Recently, some large physics experiments such 
as STAR [1] have also experimented with build-
ing virtual-machine-based clusters using Amazon 
EC2 for scientific computation. However, there is 
a significant absence of quantitative studies on the 
suitability of these cloud computers for HPC appli-
cations.

It is important to note what this article is not 
about. This is not an article on the benefits of vir-
tualization or a measurement of its overhead, as 
this is extensively covered elsewhere [2]. This is 
also not an article evaluating the counterpart on-
line storage service Amazon S3, although a quan-
titative study of this is also critical. Finally, this is 
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not an article examining the cost benefits of using cloud computing in IT 
organizations, as this is amplified elsewhere by its more eloquent advocates 
[3].

Instead, this article describes my results in using macro and micro bench-
marks to examine the “delta” between clusters composed of currently avail-
able state-of-the-art CPUs from Amazon EC2 versus clusters available to the 
HPC scientific community circa 2008. My results were obtained by using 
the NAS Parallel Benchmarks to measure the performance of these clusters 
for frequently occurring scientific calculations. Also, since the Message-Pass-
ing Interface (MPI) library is an important programming tool used widely in 
scientific computing, my results demonstrate the MPI performance in these 
clusters by using the mpptest micro benchmark. The article provides a mea-
surement-based yardstick to complement the often hand-waving nature of 
expositions concerning cloud computing. As such, I hope it will be of value 
to system builders and computational scientists across a broad range of dis-
ciplines to guide their computational choices, as well as to commercial cloud 
computing vendors to guide future upgrade opportunities.

Hardware specifications

In our performance evaluation, we compare the performance of a cluster 
composed of EC2 compute nodes against an HPC cluster at the National 
Center for Supercomputing Applications (NCSA) called Abe. For this bench-
mark study we use the high-CPU extra large instances provided by the EC2 
service. A comparison of the hardware specifications of the high-CPU extra 
large instances and the NCSA cluster used in this study is shown in Table 
1. We verified from information in /proc/cpuinfo in the Linux kernel on 
both clusters that the same processor chip sets were used in our comparison 
study: dual-socket, quad-core 2.33-GHz Intel Xeon processors. 

EC2 High-CPU Cluster NCSA Cluster

Compute Node

7 GB memory, 4 CPU cores 
per processor (2.33-GHz 
Xeon), 8 CPU per node, 64 
bits, 1690 GB storage 

8 GB memory, 4 CPU cores 
per processor (2.33-GHz 
Xeon), 8 CPU per node, 64 
bits, 73 GB storage 

Network  
Interconnect

High I/O performance (spe-
cific interconnect technology 
unknown)

Infiniband switch

t a b L e  1 .  h a r d w a r e  s p e c i f i c a t i O n s  O f  e c 2  h i g h - c p u  i n s t a n c e s 
a n d  n c s a  a b e  c L u s t e r .

nAs parallel Benchmark

The NAS Parallel Benchmarks (NPB) [4] comprise a widely used set of pro-
grams designed to evaluate the performance of HPC systems. The core 
benchmark consists of eight programs: five parallel kernels and three simu-
lated applications. In aggregate, the benchmark suite mimics the critical 
computation and data movement involved in computational fluid dynamics 
and other “typical” scientific computation. A summary of the characteristics 
of the programs for the Class B version of NPB used in this study is shown 
in Table 2.
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The benchmark suite comes in a variety of versions, each using different 
parallelizing technologies: OpenMP, MPI, HPF, and Java. In this study we 
use the OpenMP [5] version to measure the performance of the eight-CPU 
single compute node. We also use the MPI [7] version to characterize the 
distributed-memory performance of our clusters. 

Program Description Size Memory (Mw)

EP
Embarrassingly parallel Monte 
Carlo kernel to compute the solu-
tion of an integral. 

230 18

MG
Multigrid kernel to compute 
the  solution of the 3-D Poisson 
 equation.

2563 59

CG
Kernel to compute the smallest ei-
genvalue of a symmetric positive 
definite matrix.

75000 97 

FT
Kernel to solve a 3-D partial differ-
ential equation using an FFT-based 
method.

512 × 2562 162

IS
Parallel sort kernel based on bucket 
sort.

225 114

LU
Computational fluid dynamics 
 application using symmetric suc-
cessive over-relaxation (SSOR).

1023 122

SP
Computational fluid dynamics ap-
plication using the Beam-Warming 
approximate factorization method.

1023 22

BT
Computational fluid dynamics ap-
plication using an implicit solution 
method.

1023 96

t a b L e  2 .  n p b  c L a s s  b  p r O g r a m  c h a r a c t e r i s t i c s

npB-oMp VErsion

We ran the OpenMP version of NPB (NPB3.3-OMP) Class B on a high-CPU 
extra large instance and on a compute node on the NCSA cluster. Each com-
pute node provides eight CPU cores (from the dual sockets), so we allowed 
the benchmark to schedule up to eight parallel threads for each benchmark 
program. On the NCSA cluster and EC2, we compiled the benchmarks 
using the Intel compiler with the option flags “-openmp -O3.”

Figure 1 shows the runtimes of each of the programs in the benchmark. 
In general we see a performance degradation of approximately 7%–21% for 
the programs running on the EC2 nodes compared to running them on the 
NCSA cluster compute node. This percentage degradation is shown in the 
overlaid line-chart in Figure 1. This is a surprising result; we expected the 
performance of the compute nodes to be equivalent.
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f i g u r e  1 .  n p b - O m p  ( c L a s s  b )  r u n t i m e s  O n  8  c p u s  O n  e c 2  a n d 
n c s a  c L u s t e r  c O m p u t e  n O d e s .  O V e r L a i d  i s  t h e  p e r c e n t a g e 
p e r f O r m a n c e  d e g r a d a t i O n  i n  t h e  e c 2  r u n s .

npB-Mpi VErsion

We ran the MPI version of NPB (NPB3.3-MPI) Class B on multiple com-
pute nodes on the EC2 provisioned cluster and on the NCSA cluster. For 
the EC2 provisioned cluster, we requested 4 high-CPU extra large instances, 
of 8 CPUs each, for each run. On both the EC2 and NCSA cluster compute 
nodes, the benchmarks were compiled with the Intel compiler with option 
flag -O3. For the EC2 MPI runs we used the MPICH2 MPI library (1.0.7), 
and for the NCSA MPI runs we used the MVAPICH2 MPI library (0.9.8p2). 
All the programs were run with 32 CPUs, except BT and SP, which were run 
with 16 CPUs.

Figure 2 shows the run times of the benchmark programs. From the results, 
we see approximately 40%–1000% performance degradation in the EC2 runs 
compared to the NCSA runs. Greater then 200% performance degradation is 
seen in the programs CG, FT, IS, IU, and MG. Surprisingly, even EP (embar-
rassingly parallel), where no message-passing communication is performed 
during the computation and only a global reduction is performed at the end, 
exhibits approximately 50% performance degradation in the EC2 run.

f i g u r e  2 .  n p b - m p i  ( c L a s s  b )  r u n t i m e s  O n  3 2  c p u s  O n  t h e  n c s a 
a n d  e c 2  c L u s t e r .  b t  a n d  s p  w e r e  r u n  w i t h  1 6  c p u s  O n Ly. 
O V e r L a i d  i s  t h e  p e r c e n t a g e  d e g r a d a t i O n  i n  t h e  e c 2  r u n s .
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Mpi pErforMAncE BEncHMArks

We hypothesize that the Infiniband switch fabric in the NCSA cluster is en-
abling much higher performance for NPB-MPI. However, we want to quan-
titatively understand the message-passing performance difference between 
using a scientific cluster with a high-performance networking fabric and a 
cluster simply composed of Amazon EC2 compute nodes. The following re-
sults use the mpptest benchmark [5] to characterize the message-passing 
performance in the two clusters.

The representative results shown in this article are from the bisection test. 
In the bisection test, the complete system is divided into two subsystems, 
and the aggregate latency and bandwidth are measured for different message 
sizes sent between the two subsystems. In the cases shown, we conducted 
the bisection test using 32-CPU MPI jobs.

Figures 3 and 4 show the bisection bandwidth and latency, respectively, for 
MPI message sizes from 0 to 1024 bytes. It is clearly seen that message-pass-
ing latencies and bandwidth are an order of magnitude inferior between EC2 
compute nodes compared to between compute nodes on the NCSA cluster. 
Consequently, substantial improvements can be provided to the HPC scien-
tific community if a high-performance network provisioning solution can be 
devised for this problem.

f i g u r e  3 .  m p i  b a n d w i d t h  p e r f O r m a n c e  i n  t h e  m p p t e s t 
b e n c h m a r k  O n  t h e  n c s a  a n d  e c 2  c L u s t e r s

f i g u r e  4 .  m p i  L a t e n c y  p e r f O r m a n c e  i n  t h e  m p p t e s t  b e n c h m a r k 
O n  t h e  n c s a  a n d  e c 2  c L u s t e r s
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conclusion

The opportunity of using commercial cloud computing services for HPC 
is compelling. It unburdens the large majority of computational scientists 
from maintaining permanent cluster fixtures, and it encourages free open-
market competition, allowing researchers to pick the best service based on 
the price they are willing to pay. However, the delivery of HPC performance 
with commercial cloud computing services such as Amazon EC2 is not yet 
mature. This article has shown that a performance gap exists between per-
forming HPC computations on a traditional scientific cluster and on an EC2 
provisioned scientific cluster. This performance gap is seen not only in the 
MPI performance of distributed-memory parallel programs but also in the 
single compute node OpenMP performance for shared-memory parallel pro-
grams. For cloud computing to be a viable alternative for the computational 
science community, vendors will need to upgrade their service offerings, es-
pecially in the area of high-performance network provisioning, to cater to 
this unique class of users.
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