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ABSTRACT
The 802.11 IEEE Standard has enabled low cost and effec-
tive wireless LAN services (WLAN). With the sales and de-
ployment of WLAN based networks exploding, many people
believe that they will become the fourth generation cellular
system (4G) or a major portion of it. However, the small cell
size of WLAN creates frequent hand-offs for mobile users.
If the latency of these hand-offs is high, as previous stud-
ies have shown, then the users of synchronous multimedia
applications such as voice over IP (VoIP) will experience
excessive jitter. The dominating factor in WLAN hand-offs
has been shown to be the discovery of the candidate set of
next access points. In this paper, we describe the use of a
novel and efficient discovery method using neighbor graphs
and non-overlap graphs. Our method reduces the total num-
ber of probed channels as well as the total time spent waiting
on each channel. Our implementation results show that this
approach reduces the overall probe time significantly when
compared to other approaches. Furthermore, simulation re-
sults show that the effectiveness of our method improves as
the number of non-overlapping channels increases, such as
in the 5 GHz band used by the IEEE 802.11a standard.

Categories and Subject Descriptors
C.2.1 [Computer-Communication networks]: Network
Architecture and Design—wireless communication; E.1 [Data
Structures]: Distributed Data Structures

General Terms
Design, Performance, Experimentation

Keywords
802.11, WLAN, Hand-off, Scanning, Probing, Neighbor Graph,
Mobility Graph
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1. INTRODUCTION
The 802.11 IEEE Standard [1] enables low cost and effec-

tive wireless LAN services. The unlicensed and free spec-
trum (2.4GHz in 802.11b/g and 5GHz in 802.11a) used by
802.11 networks permits the deployment of high speed (11Mbps
in 802.11b and up to 54 Mbps for 802.11g/a) by organiza-
tions [2]. Furthermore, the major laptop and handheld com-
puter vendors are quickly integrating WLAN devices into
their equipment. This rapid adoption makes many people
believe that 802.11 will become the fourth generation cellu-
lar system (4G) or a major portion of it. In fact, WLANs in
public areas such as airports, hotels, universities [3] [4] and
shopping centers [5] have already been successfully deployed.
To meet this lofty goal of becoming the next generation cel-
lular system, the hand-offs that occur when a user is mobile
must be efficient.

The small cell size in WLAN creates frequent hand-offs
potentially causing delays or disruption of communications
if the latency of the hand-off is high. A major component
of the hand-off process is identifying the new best available
access point (AP) and associating to that AP (layer-2 hand-
off). When IP connectivity is used, the additional process
of layer-3 hand-off must also be completed [6].

Mobility and voice communications are the driving forces
in current cellular networks, and the efficiency of both are
paramount to the success of a new generation of cellular
service. Due to the high bandwidth provided by 802.11 net-
works, Voice over IP (VoIP) is the logical choice for provid-
ing voice service. VoIP, however, requires a maximum end-
to-end delay of 50ms [7][8]. Unfortunately, previous studies
have shown that the majority of WLANs cannot complete
the layer- 2 hand-off process in 100 ms [9] [6] [10]. One
study [9] found that the observed layer 2 hand-off latencies
are from 60ms to 400ms (252ms on average) depending on
the vendors of wireless cards and access points, and that
the probe phase (the discovery of next AP) is a dominating
factor in layer 2 hand-off latency, accounting for more than
90% of the overall cost [9].

In active scanning1, the probing latency is affected signif-
icantly by two parameters: the probe count and the probe-

1In this paper, we consider only active scanning, where
the station broadcasts probe-request messages on interested
channels. The alternative method, passive scanning may
also be used for improving handoff latency by listening to
beacons during idle time. But when AP Discovery is re-
quired, there is no guarantee that the station can get the
list of APs in time.
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wait time[9]. The probe count equals the number of chan-
nels probed by the station and the probe-wait time is the
time spent by the station waiting for probe responses probed
access points. In this paper, a station is a 802.11 mobile
device, following the convention in IEEE standard. Since
the 802.11 IEEE Standard does not specify a method for
probing channels, wireless vendors use their own, usually
proprietary, algorithms based on heuristics [9]. We cate-
gorize these proprietary algorithms as Full-Scanning and
Observed-Scanning. Full-scanning is a brute force algo-
rithm that probes all the legitimate channels (11 channels
in US [11]). Observed-scanning, on the other hand, limits
probes to a subset of legitimate channels observed by previ-
ous probings [12]. The main benefit of observed-scanning
over full-scanning is more easily seen by understanding how
channel management usually occurs. In the U.S., there are
three non-overlapping or independent channels (1, 6, and
11). The exclusive use of these channels prevents interfer-
ence between adjacent channels. Thus in a network using
only the non-overlapping channels, observed-scanning needs
to probe at most three channels instead of 11. Observed-
scanning, however, does not work well when the number of
non-overlapping channels is high as in the 802.11a standard
which has 12 non-overlapping channels.

In this paper, we propose two innovative and efficient
layer-2 hand-off schemes, NG algorithm and NG-pruning
algorithm. The NG algorithm uses the neighbor graph data
structure (NG) [13]. The NG-pruning algorithm further im-
proves the discovery process by also using the non-overlap
graph data structure.

The neighbor graph is a data structure that abstracts
the hand-off relationships between access points. An ac-
cess point, AP1 has a handoff relationship with AP2 (from
AP1 to AP2) if and only if a station can hand-off from AP1

to AP2. AP2 is then said to be a neighbor of AP1. The
neighbor graph captures the following information :

1. The set of channels on which neighbor APs are oper-
ating.

2. The set of neighbor APs on each of such channels.

Using the above information, the station can avoid prob-
ing unnecessary channels and spending time waiting for re-
sponses from non-existing APs.

The non-overlap graph is a data structure that abstracts
the non-overlapping relationships between APs. Two APs
are non-overlapping if and only if a mobile station cannot
communicate with both of them with acceptable link quality.
When two APs are non-overlapping, a probe response from
one of them indicates the unreachability to the other. Thus,
during a hand-off, the station can exclude (prune) such un-
reachable APs from the list of APs to probe, resulting in a
faster hand-off.

Using these data structures, the NG algorithm and NG-
pruning algorithm can:

(i) reduce the number of channels to probe

(ii) reduce waiting time spent on each probed channel

(iii) (NG-pruning) reduce number of APs to probe.

We have implemented the probing algorithms (full-scanning,
observed-scanning, NG, and NG-pruning). We have also
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Figure 1: Cell concept and optimal channel alloca-
tions with three independent channels. The arrow
shows the maximum distance between cells with the
same channel.

compared their performance by experiments in a deployed
IEEE 802.11b indoor network. In our experiments, the NG
algorithm reduces the probing latencies of full-scanning and
observed-scanning by 80.7% and 30.8% on average, respec-
tively. The NG-pruning algorithm reduces the latencies of
full-scanning and observed-scanning by 83.9% and 42.1%
on average, respectively. Furthermore, simulations demon-
strate the performance of the algorithms in various topolo-
gies using different parameters, such as the number of neigh-
bors and the number of independent channels. The simu-
lation results show that the performance gain of the NG
and NG-pruning algorithms increases almost linearly as the
number of channels increase, and the performance increases
dramatically as the average number of neighbors per channel
decrease.

The paper is organized as follows. In section II, we pro-
vide background information on hand-offs and probing algo-
rithms. Section III and IV provide definitions of datastruc-
tures and describe our probing algorithms. After discussing
the results of our experiments and simulations in section V
and VI, related work is presented in section VII. We discuss
practical issues and future work, followed by the conclusion
in section VIII.

2. BACKGROUND
In this section, we explain the basic cellular concept and

the hand-off problems in cellular networks, leading to the
discussion of hand-offs in 802.11 networks. The probing pro-
cess is also described in detail.

2.1 Cellular Concept
The Cellular Concept was a major breakthrough in solv-

ing the problems of spectrum allocation and user capacity
in early mobile radio systems [14]. While a single, high
powered base station with an antenna on a tall tower could
provide a large coverage area, it made it impossible to reuse
the same frequency throughout the area due to interference.
One base station also imposed a serious limitation in user
capacity. For example, the Bell mobile system in New York
City in the 1970s could only support a maximum of twelve
simultaneous calls over an area of a thousand square miles

71



1X X2

T1

T2

gT

AP−2

SNR

AP−1

Grey Area

Hub

Ethernet 

Hub

Ethernet 

Figure 2: SNR changes between two access points and
hand-off parameters. ∆ denotes hysteresis. Station
hand-offs at X1 when Th = T1 and at X2 when Th =
T2. The Grey Area shown is when hand-off threshold
Th = T2.

[14]. The cellular concept offered very high user capacity
within a limited spectrum allocation by replacing a single
large powered cell with many low powered cells, each cover-
ing only a small portion of the service area (Fig. 1).

The cellular concept introduces two necessary techniques,
optimal channel allocation and hand-offs. Optimal channel
allocation allows non-adjacent cells to use the same channel
while minimizing interference between such cells (see Fig.
1). Due to the decreased coverage of each cell, however, a
mobile station may move into a different cell while a session
is in progress. The hand-off process identifies the next base
station (cell) and transfers on-going session– ideally with
minimal to no disruption of service.

Hand-offs are a major challenge in 802.11 networks since
they occur more frequently due to the small coverage area
of an access point. In 802.11, to overcome the even smaller
coverage area of an access point (on average 30 meters in
802.11b and smaller in 802.11a), multiple access points are
necessary to cover the same area as a single CDMA or
GSM base-station. Non-overlapping channels, or indepen-
dent channels, are channels that provides enough frequency
separation to co-locate several radios links without interfer-
ence. In 802.11b, two channels separated by more than 5
channels are known to be independent. The limited num-
ber of non-overlapping channels (three in 802.11b, twelve
in 802.11a) also necessitate well designed channel assign-
ments to avoid interference from neighboring access points.
In Third Generation mobile systems[15], a mobile station
can conduct seamless hand-offs by activating several radio
links simultaneously (soft handover [16]). Unlike 3G mobile
stations, a 802.11 mobile station must complete the hand-
off process using only a single radio link (hard handover) as
the standard currently prevents a mobile station from asso-
ciating to more than one access point within a network at
the same time. This limitation makes efficient hand-offs in
802.11 networks difficult to achieve.

2.2 Hand-offs
In 802.11, a station leaving an access point is required

to initiate a hand-off process for finding the next access

point and establishing a link with that access point (reas-
sociation). The stations must hand-off to maintain service
continuity and load balancing of the system[10]. Properly
designed hand-offs also should be done early to avoid inter-
ference with stations in other cells (cell dragging). To make
the hand-off imperceptible to users, a fast hand-off is crit-
ical. For example, a hand-off completed in less than 50ms
provides a VoIP user not only a continuous conversation but
also an unnoticeable transition of the call [8], [13]. However,
a hand-off longer than 50ms can cause disruption of service
due to the loss of more than two voice packets. A poorly
designed hand-off can also incur ping-pong hand-offs due to
the momentary fading of the signal strength [17]. Therefore,
the when and how to hand-off is a very important design
challenge.

When to initiate hand-off has been studied previously [17]
[18] [19]. A hand-off algorithm called the relative signal
strength with hysteresis and threshold, used by Lucent [12]
is described below. Fig. 2 depicts the typical signal-to-
noise ratio2 (SNR [20]) changes between two adjacent ac-
cess points, AP1 and AP2. As the station moves from AP1

to AP2, the SNR from AP1 decreases while SNR from AP2

increases. We denote SNR values from AP1 and AP2 at
position x by S1(x) and S2(x), respectively. Hand-off ini-
tiation is based on two parameters, handoff threshold Th

and hysteresis ∆, both positive. At any position x, the sta-
tion currently associated to AP1 initiates hand-off procedure
from AP1 to AP2 if and only if the following conditions hold
: �

S1(x) < Th

S2(x) − S1(x) > ∆
(1)

In Fig. 2, the station triggers the hand-off process at po-
sition X1 if Th = T1 and X2 if Th = T2. The threshold con-
dition avoids unnecessary hand-offs when the current link
quality is sufficient, and the hysteresis condition avoids the
ping-pong effect [17].

As soon as the hand-off condition holds, the station ini-
tiates a hand-off procedure. The following summarizes the
steps required for the successful completion of a hand-off.

1. Probing : Discover the best available AP in the vicin-
ity.

2. Layer-2 Authentication : Authenticate the station to
the network. Two kinds of authentications are pro-
vided : open authentication and WEP. WEP, however,
is known to be insecure [21].

3. Reassociation : Establish the communication link with
the found AP. Exchange necessary information such as
supported transmission rates and beacon interval.

4. 802.11i Authentication : Authenticate the user by 802.1x
[22] and EAP-TLS [23] as described in IEEE 802.11i
Standard [24] [25].

5. Layer-3 Hand-off : Update binding information and
the care of address [26]. This also includes packet for-
warding to minimize packet loss.

2Other metrics may be used for hand-off decision, such as
Received Signal Strength Indicator (RSSI), Bit Error Rate
(BER) or Signal-to-Interference Ratio (SIR). We select SNR
in our implementation.
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2.3 Probing in 802.11
Probing is the dominating factor in hand-off latency, ac-

counting for more than 90% of the overall latency [9]. The
probing process (or scanning process) finds a new available
AP with the best signal quality with respect to the station.
Fig. 3 illustrates the probing procedure as described in the
IEEE Standard 802.11 [1]. In the figure, N distinct channels
are selected to probe. Once the channels to be probed are
determined, the station switches to each selected channel
and broadcasts a probe request frame. We call this latency
the Channel Switch and Transmission overhead (CS&T). In
Fig. 3, the arrows toward APs represent such probe request
frames broadcast on a channel (numbered in a circle). Upon
receiving a probe request, APs respond with probe response
frames to the station (downward arrows in Fig. 3). After
the transmission of the probe request, the station waits for
a certain amount of time (probe-wait time) before switch-
ing to the next channel. After probing all selected channels,
the next access point is determined from the information
received in the probe responses and their associated SNR.

The algorithm 1 describes the process described above.
If the given channels to probe include all legitimate chan-
nels, the algorithm is called the full-scanning algorithm. If
the channels are observed channels from previous probes
(or from passive monitoring), the algorithm is called the
observed-scanning algorithm– note that MaxChannelT ime
≥ MinChannelT ime.

Algorithm 1 Full-scanning or Observed-scanning algo-
rithm
1: for each channel to probe do
2: Broadcast probe request on this channel
3: Start probe timer
4: while True do
5: Read probe responses
6: if Medium is idle until MinChannelT ime expires

then
7: break
8: end if
9: if MaxChannelT ime expires then

10: break
11: end if
12: end while
13: end for

In line 4 of algorithm 1, the station determines whether to
stop on MinChannelT ime or stay until MaxChannelT ime.
If the medium is idle for MinChannelT ime, the station can
conclude to stop and probe the next channel. However, if
medium is detected to be busy before MinChannelT ime ex-
pires, the received packet can be either a probe response or
other packets. Despite the second case, there is a good rea-
son for the probing station to remain on the current channel
because it is possible that an AP responding with a probe
response fails to gain access to the medium due to contention
with other transmitters.

Fig. 3 illustrates both cases when the probe-wait time
is MinChannelT ime or MaxChannelT ime. In the figure,
the station starts probing by switching to channel Ch-1 and
transmitting a probe request frame. Since the medium is
detected busy before MinChannelT ime expires, the station
keeps waiting until MaxChannelT ime expires. On channel
Ch-2, the medium is detected to be idle until MinChannelT ime

expires. Therefore, the station stops waiting and proceeds
to the next channel and so on. Note that this algorithm is
wasting time on channel Ch-2 where no APs exist (wasted
channel). Moreover, on channel Ch-N, the algorithm keeps
waiting for more arrivals even after receiving the last probe
response (wasted probe-wait). We claim that the removal of
wasted channels and wasted probe-wait time is possible with
prior knowledge the of local topology, presented by neighbor
graph.

3. MOBILITY GRAPH, NEIGHBOR GRAPH3

AND NON-OVERLAP GRAPH
In this section, we define the mobility graph as the ag-

gregated mobility trace of the mobile stations in a WLAN.
Neighbor graph [13] is an adaptive approximation of the
mobility graph. The generation of the neighbor graph and
its properties are discussed. We also define a notion of a
non-overlap graph which is used by the probing algorithm.

3.1 Mobility Graph
Assume AP = {AP1, AP2, . . . , APn}, is a set of access

points in a WLAN under consideration. The association
pattern (or mobility pattern) of a mobile station c during a
finite period of time (between t0 and t) can be denoted as
Γ(c, t) =< APc1, APc2, . . . , APck > where k is the number
of access points that served the mobile station c and APci is
the ith such access point. From the sequence Γ(c, t), we can
construct a personal mobility graph, PMG(c, t) =< V, E >
with the set of vertices V and set of edges E, where V = AP
and

E = {< APi, APj > |APi and APj are successive in Γ(c, t)}.
A personal mobility graph is a directed graph that repre-
sents the mobility pattern of the station in a WLAN. Now,
we define a mobility graph as the aggregation of personal
mobility graphs for all mobile stations, i.e,

MG(C, t) =
�

c∈C

PMG(c, t)

where C is the set of all mobile stations.
Due to changes in mobility patterns, the mobility graph

dynamically evolves over time. For example, at some point,
the mobile stations begin to handoff from APi to APj (edge-
addition), or stop handoffs from APk to APl (edge-deletion).
We assume that a mobility graph, MG(C, t), may have edge-
additions and edge-deletions during the period (t0, t).

3.2 Neighbor Graph

3.2.1 Generation
The neighbor graph is an approximation of the mobility

graph. A neighbor graph can be configured statically, i.e,
generated once and never changes during operation. How-
ever, constructing a static neighbor graph to approximate
the mobility graph is challenging. The hand-off relation-
ships between access points are not trivial due to the irregu-
larity of radio coverage, caused by various obstacles such as
walls, furniture and moving objects. Large radio coverage
compared to the inter-AP distance also makes it difficult
to predict hand-off relationships without real experiments.

3Proactive caching with neighbor graphs has been added to
the IEEE Best Practice Document 802.11f [13] [27].
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Figure 3: A Probing process in the IEEE Standard 802.11. CS&T in the figure means ”Channel Switching and
Transmission Overhead”.

Moreover, a static neighbor graph fails to approximate the
mobility graph which changes dynamically over time.

Thus, we explain an empirical method of building a self-
adaptive neighbor graph that adaptively changes according
to the mobility graph [13]. By the following two operations,
such a neighbor graph can be generated and maintained ef-
fectively.

• edge-addition : when a mobile station hand-offs from
APi to APj and < APi, APj >/∈ NG, then add <
APi, APj > to the NG.

• edge-deletion : when no staion hand-offs from APi to
APj during a given interval T, remove < APi, APj >
from the NG. T is a chosen timeout value such that
T ≥ average handoff interval at all edges.

This generates a neighbor graph empirically by observing
the actual movement of the mobile stations during opera-
tion.

Assume NG is initialy an empty graph. With the afore-
mentioned method of generation, the majority of hand-offs
can cause edge-additions during the early age of the neighbor
graph. This initial NG-building phase can reduce the ben-
efit of neighbor graphs in the proposed probing algorithms
and other neighbor graph dependent systems such as [13]
[25]. To eliminate such a high-cost period, the system can
conduct a neighbor graph construction phase, in which a
dedicated mobile station roams throughout the WLAN area
along every possible path so that the system can learn as
many edges as possible. In our experiment, a neighbor graph
was generated by this method. Alternatively, a fast neigh-
bor graph building method using overlap graphs is given in
section VIII.

3.2.2 Implementation
There are various ways of implementing neighbor graphs

in a WLAN. In a centralized method, the neighbor graph is
stored in an NG-server with hand-off events reported by
APs. The NG server also provides mobile stations with
a neighbor graph when they join the network. This ap-
proach, however, has a scalability limitation. In a distributed

method, each access point stores its local neighbor graph,
i.e, the list of its neighbor access points, and mobile sta-
tions retrieve local neighbor graphs from access points after
(re)association. Building and managing neighbor graphs in
a distributed fashion are explained in [13]. In a user-oriented
method, each user keeps track of its mobility pattern, called
a personal neighbor graph. Combining the user-oriented
mode with the centralized or the distributed mode can pro-
vide more accurate and sophisticated neighbor graph ser-
vice. Synchronization between neighbor graphs (in a server
or APs) with personal neighbor graphs (in each station)
should be resolved for proper operation. In our experiment,
a global neighbor graph was stored in the mobile station.

3.2.3 Quality
In this section, we introduce two metrics that reflect the

quality of neighbor graphs.
The error of a neighbor graph, during a period (t0, t) is

the probability that a mobile station makes a hand-off along
an edge which does not exist in neighbor graph, i.e,

Er(NG, t)
def
=

the number of edge-additions in (t0, t)

the number of handoffs in (t0, t)
(2)

This measures the probability that a neighbor graph fails
to provide the potential next access points to stations. When
Er(NG, t) > 0, there exist edge-addtions in the mobility
graph and the first hand-off along that edge cannot benefit
from the use of the neighbor graph. However, the edge is
now added providing future mobile stations with an up-to-
date mobility graph, minimizing the error of the neighbor
graph. The error of any superset of a mobility graph (a
complete graph, for instance) is zero, i.e, if NG ⊇ MG at
all time in (t0, t), Error(NG,t) = 0.

The overhead of a neighbor graph, during a period (t0, t)
reflects the wasted resource in operating the neighbor graph.
Let the residence time of an edge be the total time during
which the edge existed in (t0, t), denoted as Res(e, t) where
e is an edge in the NG. Define the overhead of a neighbor
graph as:
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Ov(NG, t)
def
=

the number of edge-deletion ∗ T�
e∈E Res(e, t)

(3)

where E is the set of all edges that existed in NG during
(t0, t) and T is the edge-deletion timeout.

This measures the ratio of time during which unnecessary
edges existed in the NG to the sum of the residence time of
all edges. When Ov(NG, t) > 0, there exist edge-deletions
in the mobility graph, i.e. there exist some unnecessary
edges in neighbor graph, for a short period. These extrane-
ous edges not only waste memory but also provide mobile
stations with unnecessary neighbor information, degrading
the performance of the algorithm. However, a carefully cho-
sen edge-deletion timeout, T , can minimize the overhead,
thus making the neighbor graph converge to the mobility
graph continuously.

3.2.4 Asymmetry of Hand-offs
A hand-off relationship reflects the proximity of the two

APs to each other. One would expect a hand-off relation to
be symmetric. However, in reality, the hand-offs are often
asymmetric, i.e, a hand-off relationship from APi to APj

does not imply a hand-off relationship from APj to APi.
The asymmetric nature of the hand-off relationship is due
to geographical characteristics, the irregularity of radio cov-
erage, high AP density, or the user’s uni-directional mobility
patterns. The asymmetry of the hand-offs makes a neigh-
bor graph a directed graph. In our experiments, we observed
that 57% of hand-off relationships were asymmetric (see Fig.
4).

3.2.5 Edge Degree
The degree of an AP in a neighbor graph is the number of

outward edges from that AP. This represents the number of
neighbors to which a station can hand-off from the current
AP. The degree of an AP bounds the number of probings in
the probing algorithms proposed in this paper. The discus-
sion below shows that in most deployments, the degree of
the neighbor graph is bounded by 6.

Despite the irregular contour of radio coverage in real-
ity, a circular model is sometimes drawn as the shape of

a cell with one access point 4. However, the hexagon has
been adopted as the most appropriate notation of cells in
the literature [28]. Fig.1 shows a typical representation of
a wireless service area divided by multiple cells. There are
several reasons to use the hexagon as a geometric model of
a cell. For the simplicity of analysis, non-overlapping reg-
ular congruent polygons, i.e., polygon with same length of
sides, are preferred over circles. Covering a Euclidean plane
with regular congruent polygons is called Regular Tessella-
tion. There are only three regular polygons that tessellate
the plane : triangles, squares and the hexagons. Among
these polygons, hexagon covers the area with fewest num-
ber of cells and also closely approximates a circular shape
[14]. Under the hexagon tessellation model, the maximum
number of neighbor cells is six in a 2D-plane. In reality, the
maximum degree of a neighbor graph tends to be smaller in
buildings due to the structure of the building and restric-
tions on mobility due to walls, etc.. In our experiment, the
average number of neighbors was measured as 3.15.

When the network must co-locate multiple access points
to increase user capacity, the hand-off process must consider
load balancing among APs [10]. A neighbor graph with
knowledge of neighboring loads can be used for load balanc-
ing. In this case, a neighbor count of more than six is pos-
sible. However, we can provide the station with a restricted
number of neighbors selectively (randomly or according to
load information), to prevent redundant information from
degrading the mobile station’s hand-off performance.

3.3 Overlap Graph and Non-Overlap Graph
The overlap graph (OG) is an undirected graph over AP,

the set of all access points in the network. An edge of an
overlap graph, < APi, APj > represents an overlapping re-
lationship between access points. APi and APj overlap if
there exists a location where a mobile station can commu-
nicate to both of them with ”acceptable” link quality. Ac-
ceptable link quality means a link quality good enough to
avoid the hand-off being triggered, i.e,

Si(x) ≥ Th and Sj(x) ≥ Th.

Such access points are called reachable from the mobile sta-
tion and otherwise, called unreachable. Note that a mobility
graph is a subset of the overlap graph, i.e,

MG ⊆ OG5. (4)

When the edges of an overlap graph are considered bi-
directional edges, the overlap graph is a neighbor graph with
an error of zero, i.e,

Er(OG, t) = 0. (5)

Although the OG has some overhead, an OG can converge
to a mobility graph with edge-deletion timeouts, removing
unnecessary edges from the OG over time.

An overlap graph can be obtained by a mobile station’s
random measurements of signal strengths from various ac-
cess points. With probability p, the station initiates a full-
scanning probe and reports the overlapping access points to
4Some antennas, such as sector antenna, can produce non-
circular coverage. This paper assumes omni-directional an-
tenna is used.
5We assume only continuous hand-offs in which the sta-
tions are continuously running without losing communica-
tion links to access points.
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the system. We call this reporting an overlap test. Note
that with a sufficient number of stations, the generation of
the overlap graph by overlap tests can be completed faster
than the generation of a neighbor graph because it doesn’t
require user mobility. In our experiment, the overlap tests
were initiated periodically by a randomly moving station,
resulting in the overlap graph shown in Fig. 4.

The generation of an overlap graph can be expedited by
restricting overlap tests to the gray area. The gray area is
where the probability of an overlap between the current AP
and other APs is high. The mobile station c is in the gray
area of APi if

Th < Si(c) < Tg

(see Fig. 2). This excludes unnecessary overlap tests where
the station is too close to the current AP.

A Non-Overlap Graph (NOG) is a complement graph of
an overlap graph, meaning that < APi, APj > is an edge in
the non-overlap graph if and only if < APi, APj > is NOT
an edge in the overlap graph. That is,

NOG
def
= OGc. (6)

• Principle of non-overlapping : The reachability to
one of the non-overlapping APs implies the unreacha-
bility to the other.

This principle permits the ”pruning” algorithm described
in the following section.

4. NEW PROBING ALGORITHMS
In this section, we propose two probing algorithms, NG

algorithm and NG-pruning algorithm.

4.1 NG Algorithm
There are two main factors that affect probing latency:

(i) the number of channels to probe (probe-channel count)

(ii) waiting time on each probed channel (probe-wait time)
[9].

With prior knowledge of the neighbor graph, the probe-
channel count and the probe-wait time can be reduced. Al-
gorithm 2 describes the NG algorithm.

Algorithm 2 : NG algorithm

1: for all channel i where any neighbor AP is running do
2: Broadcast probe request on channel i
3: Start probe timer
4: while True do
5: Read probe responses
6: if Medium is idle until MinChanTime expires

then
7: break
8: else if all APs on channel i have replied then
9: break

10: else if MaxChanTime expires then
11: break
12: end if
13: end while
14: end for

By probing only the non-empty (AP running) channels
(line 1), the probing count is reduced by the number of

wasted channels (Fig.3), called minimum-channel probing .
In line 8-9, the algorithm shortens the probe-wait time by re-
moving the wasted probe-wait time (Fig.3). When no more
APs are expected to respond, the next channel is probed,
called optimal-wait probing.

Note that the number of channels where neighbor APs are
running (neighbor channel count) is always less than or equal
to the number of independent channels. Assuming that no
optimal channel assignment will assign the same channel
to adjacent cells, the neighbor channel count is strictly less
than the number of independent channels, making the NG
algorithm always outperform the observed-scanning algo-
rithm. The performance gain increases as the number of
independent channels increases such as in 802.11a.

4.2 NG-Pruning Algorithm
We use the non-overlap graph to gain additional perfor-

mance improvement in probing. With prior knowledge of
the non-overlap graph, the station prunes all APs which
non-overlap with reachable APs. For example, assume that
APi and APj are non-overlapping. Once the station re-
ceives a probe response from APi, by the principle of non-
overlapping, it is impossible to receive a probe response from
APj with acceptable link quality. Thus, there is no reason
to wait for the response from APj , reducing the probe-wait
time on APj ’s channel. This may even reduce the number
of channels to probe if APj was the only AP on its chan-
nel. However, if the station cannot receive a probe response
from APi with acceptable link quality, then we cannot derive
any conclusion about the reachability of APj . Algorithm 3
describes the NG-Pruning algorithm.

Algorithm 3 : NG-Pruning algorithm

1: let NOG be a local non-overlap graph
2: while not all neighbor APs are probed or pruned do
3: select channel i of AP with maximum NOG-degree
4: Broadcast probe request on channel i
5: while True do
6: Read probe responses from APr

7: if Medium is idle until MinChannelTime expires
then

8: break
9: end if

10: prune all APs non-overlapping with APr

11: if All neighbor APs on channel i responded or be
pruned then

12: break
13: end if
14: if MaxChannelT imes has expired then
15: break
16: end if
17: end while
18: end while

In line 1, a local non-overlap graph (NOG) is a subset of
the global non-overlap graph comprised of only neighbor ac-
cess points of the current access point. In line 3, the degree
is examined in the local NOG. Th selection of an AP with
maximum degree is by the same heuristics used in the brute-
force algorithm for set-cover problem [29]. Line 10 prunes
any APs non-overlapping with the already-responded AP,
regardless of their channels. Such pruning reduces the num-
ber of APs to probe and sometimes resulting in the exclusion
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Figure 5: Probing Latencies with different Prob-
ing Algorithms, and Adjusted Probing Latencies with
Channel Switch and Transmission overhead = 10ms.
Confidence intervals are also shown.

of a channel to probe. Note that the NG-pruning algorithm
also achieves minimum-channel probing and optimal-wait
probing, as in NG algorithm.

5. EXPERIMENTS
In this section, we discuss the implementation of the prob-

ing algorithms in a deployed 802.11b indoor network. We de-
scribe the network configurations, implementations, process
of the experiments and the results. In brief, we implemented
four different algorithms (full-scanning, observed-scanning,
NG, and NG-pruning) and measured approximately 250 hand-
offs on the 2nd and 3rd floor in a campus building for each
algorithm. The NG algorithm reduced the probing latencies
of full-scanning and observed-scanning by 80.7% and 30.8%,
respectively. The NG-pruning algorithm reduced the laten-
cies of full-scanning and observed-scanning by 83.9% and
42.1%, respectively. Table 1 summarizes the results. In ta-
ble 1, probe count means how many probe request frames
are broadcast, which equals the number of channels probed.
Note that both NG and NG-prunning reduce the probe-wait
time and the probe count while observed-scanning only re-
duces the probe count.

Table 1: Summary of Experiment Results.
Algorithms Probe Count Probe-Wait Latency
Full-Scan 11.0 10.9 ms 362 ms
Observed-Scan 3.0 11.0 ms 101 ms
NG 2.5 6.3 ms 70 ms
NG-pruning 2.2 4.4 ms 59 ms

5.1 Experiment Configurations
The deployed wireless network spans two U-shaped floors

in a campus building (Fig. 4). There are nine APs on the
third floor and eleven APs on the 2nd floor. Each access
point is a Cisco 350 with an omni-directional antenna on
the ceiling. Open authentication is used for layer 2 authen-
tication, and the access points are assigned channels 1, 6
and 11, which are known to be independent in 802.11b [11].
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Figure 6: Probing Counts and its components with
different Probing Algorithms. Each probing is a
type of either MaxChannelTime expired, MinChan-
nelTime expired or optimal waiting.

The geometry of the floors and topologies of the twenty ac-
cess points are shown in Fig. 4. For the mobile station, a
laptop with an Intel Pentium 4 Mobile 1.80 GHz and 256
MB RAM, equipped with a Prism 2.5 based Demarctech
card [30] is used. Linux is used as the operating system for
implementations and experiments.

5.2 Implementations of Algorithms
In most commercial wireless cards, the hand-off process

is implemented inside the firmware for efficient operation.
Because the firmware is considered proprietary by all ven-
dors, we emulated the hand-off process using an open source
WLAN driver in Linux, e.g. Airjack driver v0.6.2-alpha [31].
We used Airjack to implement a roaming daemon in user
space that emulates the hand-off process using the different
algorithms. The daemon program, named roamd, cooper-
ates with the customized Airjack driver so that the mobile
station, continuously monitoring the SNR with the current
AP, initiates the hand-off process when a certain hand-off
condition holds. The Airjack driver is customized for the
monitoring functionality.

The Airjack driver works with Prism 2 based wireless
cards. As described in section II-C, the probing latency is
affected by the cost of channel switching and the transmis-
sion (CS&T) latency. In our experiment, the channel switch
and transmission latency was on average 22.2ms (11.3ms for
channel switch and 10.9ms for transmission). Compared to
a 12.4ms, channel dwell time measured in [9], this 22.2ms6

is too high for fast hand-offs. This latency is due to the per-
formance limitations of either Airjack driver or the Prism
chip itself.

5.3 Measurement Methodology
Since the probing process is controlled by a roaming pro-

gram, we measure the latencies inside the roaming program
for accurate measurement. To overcome the clock resolution
of 10ms in Linux, we patched the kernel to get microsecond
resolution [32].

6We have tested several Prism based wireless cards by dif-
ferent vendors with the same results.
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times illustrated for each algorithms.

Sniffing is often used for performance analysis in a WLAN,
especially for management frames [9] [13] [33]. One advan-
tage of sniffing is its independence from implementations.
However, sniffing fails to measure latencies inside the sys-
tem. The actual probing latency begins with the internal
state transition from a normal state to a probing state, not
with the end of successful transmission of the first probe
request frame. Our approach uses internal measurements
from the roaming program rather than sniffing.

5.4 Experimental Process
Our experiments consists of the following three parts.

1. Generation of the neighbor graph

2. Generation of the overlap graph

3. Measurement of the probing latencies.

For the generation of the neighbor graph, we use the ded-
icated NG generation phase as described in section II-B-(1).
We first construct the neighbor graph inside the station by
roaming throughout the 2nd and 3rd floors so as not to
miss any possible reassociation edges. For the generation of
the overlap graph, we issue 475 random overlap tests while
roaming throughout the area. The mobile station measuring
the probing latencies is aware of the neighbor and overlap
graphs and uses them in the probing algorithms. For the
measurement of the probing latencies, we induce 250 hand-
offs for each of the four different algorithms over all possible
reassociation edges. For identical conditions across the algo-
rithms, we follow exactly the same path for each algorithm.

5.5 Experimental Results

5.5.1 Neighbor Graph and Overlap Graph
Fig. 4 shows the neighbor graph and overlap graph con-

structed by the generation phase. Each circle represents an
access point with the assigned channel inside the circle. Ar-
rows with solid lines represent an edge in both the neighbor
graph and the overlap graph. The direction of an arrow
shows the direction of the hand-off relationship. A dashed
line represents an edge only in the overlap graph. We find
that the number of neighbors is 3.15 on average with a max-
imum of 6 while the average neighbor channel count is 2.25.
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Figure 8: Pruning performance affected by degree to
neighbor count ratio. MSE is Mean Square Error of
the shown regression line.

5.5.2 Probing Latencies and Adjusted Latencies
The measured probing latencies are shown in Fig. 5. The

x-axis shows the four different algorithms tested and the y-
axis shows the probing latencies in milliseconds. The left
bars are the results of our experiments while the right bars
show adjusted probing latencies that one could achieve when
the switching channel and transmission overhead was 10ms,
which could be the case if the algorithm was implemented
in firmware. From the experiments, the NG algorithm re-
duces the probing latencies of full-Scanning and observed-
Scanning by 80.7% and 30.8%, respectively. Whereas the
NG-pruning algorithm reduced the latencies of full-scanning
and observed-scanning by 83.9% and 42.1%, respectively.
The adjusted probing latencies show that the probing la-
tency can be less than 50ms when using our algorithms.

5.5.3 Probing Counts and Probe-Wait Time
The analysis of the probing counts and the probe-wait

times are provided by Fig. 6 and 7. The NG and NG-
Pruning algorithms reduce the probing counts of full-scanning
by 77.45% and 79.82%, respectively while reducing observed-
scanning by 17.33% and 26.00%, respectively. In addition,
our algorithms also minimize the number of MaxChannel-
Time expirations and maximize the number of optimal-wait
probings. In Fig. 6, more than 97% of the time is the re-
sult of MaxChannelTime expirations in both full-Scanning
and observed-Scanning algorithms. However, the ratio of
optimal waiting constitutes 46.3% in NG, and 72.0% in NG-
Pruning, resulting in improvements in latency. In the exper-
iments, MaxChannelTime expires in 11ms and MinChannel-
Time in 7ms as recommended in [9]. Optimal-wait probing
is measured to be 2.7ms on average with standard deviation
of 1.4ms.

Fig. 7 illustrates the cumulative distributions of the probe-
wait time for each algorithms. The graph clearly shows that
NG and NG-Pruning have much shorter probe-wait times
than the other two algorithms. For example, probings that
take less than 7ms occur 46.6% of the time in NG and 71.2%
of the time in NG-Prunings. The jumps at 7ms and 11ms
explain the high density around MinChannelTime (7ms)
and MaxChannelTime (11ms).
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Table 2: Constants used in Simulations
Constants Values
MaxChanT ime 11 ms
MinChanT ime 7 ms
Round Trip Time (RTT ) 2 ms
Channel Switch & Transmission 5 ms

Table 3: Varying Parameters in Simulations
Varying Parameters Values
The Number of Neighbors {2, 3, . . . , 8}
The Number of Channels {3, 5, 8, 12}

5.5.4 Pruning performance vs the number of neigh-
bors

NG-pruning outperforms the NG algorithm by excluding
some APs by using the non-overlap graph. Fig. 8 shows that
the higher degree the non-overlap graph has, the more the
NG-Prune algorithm outperforms the NG algorithm. The
x-axis is the ratio of the degree to the neighbor count and
the y-axis is the ratio of the number of pruned APs to the
neighbor count. In the pruning algorithm, only the local
non-overlap graph is considered. The degree in the graph is
the average number of non-overlap degrees in the local non-
overlap graph. The figure shows that the ratio of the degree
to the number of neighbors directly affects the performance
of the pruning algorithm, measured by the ratio of pruned
AP with respect to the number of neighbors.

6. SIMULATIONS
The goal of the simulations is to investigate the perfor-

mance of the various scanning algorithms under different
configurations:

• The number of independent channels from 3 to 12

• The number of neighbors from 2 to 8

We assume optimal channel assignments in which no adja-
cent APs have the same channel, if possible. We only simu-
late local topologies, i.e, the current AP and its neighbors.

6.1 Simulation Model
The following assumptions are made for simplicity.

1. The radio coverages of all APs are identical circles cen-
tered by the serving APs.

2. The positions of neighbors, {AP1, AP2, . . . , APm} where
m is the number of neighbors, are randomly chosen
around the current access point, APc with the follow-
ing conditions :�����
����

For i = 1, 2, . . . , m,
R ≤ Distance(APc, APi) ≤ 2 × R

For distinct neighbors APi and APj ,
Distance(APi, APj) ≥ R

where R is the radius of the coverage and Distance()
is the euclidean distance.

3. Access points APi and APj overlap each other if

Distance(APi, APj) ≤ 2 × R
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Figure 9: Example Topology Generated by Simu-
lations. The dashed circle is the current cell, solid
circles are the neighbor cells. The number in the
circle is the assigned channel and the alphabet is
the label of the cell. The station, represented by a
star is moving toward the direction of arrow.
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Figure 10: Example of a Non-overlap Graph Gener-
ated in Simulations

4. The direction of the mobile station is randomly cho-
sen so that there exists at least one neighbor AP to
handoff.

5. APi is considered to be reachable by the mobile station
c if and only if

Distance(c, APi) ≤ R

6. There exists no contention from other mobile stations.

The constant values are shown in table 2

6.2 Simulation Process
Table 3 shows the varying parameters used in the simu-

lations. For each combination of parameters, ten different
local topologies are randomly generated according to the
model. Channels are assigned to the APs according to the
following rules :

• The channel used by an AP is not assigned to any of
its neighbors.
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Figure 11: probing latencies of three algorithms vs.
the number of channels

Table 4:
Channel Counts NG NG-Pruning

3 33.8 % 56.1 %
8 47.6 % 66.5 %
12 63.8 % 75.6 %

• If channel count > neighbor count, then
assign distinct channels to the neighbors while leaving
one channel for the current AP

• otherwise,
assign (channel count−1) channels so that no overlap-
ping neighbors have the same channel. When channel count =
3, assigning the same channel to overlapping APs may
be inevitable

Once a topology and channel assignment are determined,
the mobile station makes ten different handoffs toward ran-
domly chosen directions and measures the probing latencies
using the four different algorithms. Figure 9 illustrates an
example of a generated topology when the neighbor count is
5 and the channel count is 4. The dashed circle is the current
AP and the others are its neighbors. The numbers repre-
sent the assigned channels while the letters are for reference
purposes. The star and an arrow illustrate the mobility of a
station. Note that only access points D and E are reachable
to the mobile station at the point of handoff. Note that
the neighbor cells need not cover all the boundaries of the
current AP.

Figure 10 shows the generated local non-overlap graph
from the above topology with average degree of 2.8.

6.3 Simulation Results

6.3.1 Increasing Number of Channels Improves Per-
formance

Figure 11 clearly shows that the performance of our algo-
rithms improve when the number of independent channels
increases. While table 4 shows the reduction percentage of
the probing latencies compared to the observed-scanning al-
gorithm for three different channel counts.

Table 4 shows that the reduction of latency grows al-
most linearly with a coefficient of 3.48 for NG and 2.26 for

0 1 2 3
0

10

20

30

40

50

60

70

80

90

100

Number of Neighbors per Channel

R
ed

uc
ed

 P
ro

be
 L

at
en

ci
es

 (%
)

channel < neighborchannel > neighbor

Figure 12: Performance of the NG algorithm over
observed-scanning, as a function of Neighbor-per-
channel Density

NG-Pruning, obtained by a linear regression using the least
square method.

6.3.2 Smaller Neighbor-per-Channel Density Helps
Neighbor-per-channel density is the average number of

neighbors per channel. The smaller this value is, the better
the NG algorithm outperforms the observed-scanning algo-
rithm, shown in Fig.12. But when the neighbor count grows
above the channel count (on the right side of the vertical
dotted lines), the local channel reuse increases resulting in
less performance gain of the NG algorithm over observed-
scanning.

6.3.3 Better Pruning with Increasing Number of Neigh-
bors

Figure 13 shows the performance differences between NG
and NG-pruning versus neighbor counts. As shown in the
graph, the pruning algorithm performs better with more
neighbors. This implies that increasing the neighbor counts
promotes the ratio of the degree of the local non-overlap
graph to the neighbor counts. This is the case when the
number of overlapping edges per each neighbor is limited to
a small number, for example, two in our simulations. Let
OD denote the upper bound of this overlapping degree and
NB denote the neighbor count. Then, the ratio of the non-
overlap degree to the neighbor count is expressed as,

NB − OD

NB
= 1 − OD

NB

which grows as the neighbor count increases. Figure 14
shows the relationship of the pruning performance and the
non-overlap degree to the neighbor count ratio. Similar but
extended results of the experiments are shown in Figure 8

7. RELATED WORK
Handoffs in WLAN have been consistently reported to be

inefficient in the literature [10] [9] [6]. [10] measures the im-
pact of the handoff process on layer-3 bandwidth. They ob-
served that probing on every second reduces the bandwidth
of on-going communication by 15%. Also, a UDP stream
was delayed for 1 second while the station handoffs. More
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Figure 13: The performance of pruning by number of
neighbors

precise measurements of Layer-2 handoffs were reported in
[9]. By sniffing the medium while the station handoffs, they
measured handoff latencies between 53ms to 420ms. Among
the components of handoff latency, the probing latency is
identified to be the dominating factor. These experiments
also showed that handoff latencies vary significantly depend-
ing on the vendor equipment used. [6] reports the consis-
tent results by measuring Layer-2 handoffs from 120ms to
158ms. In addition, they measured Layer-3 (Mobile IPv6
[26]) handoff latencies between 2.9 and 4.7 seconds.

Previous studies have tried to reduce handoff latency in
various aspects. Fast handoff schemes in layer-3, especially
with Mobile IPv6 have been suggested in [34] and [6]. [34]
and [6] exploit relatively fast layer-2 handoff to facilitate
layer-3 handoff. In [34], rather than waiting for a routing
advertisement(RA) or simply increasing the frequency of the
RA, the scheme allows the layer-2 of the station to initi-
ate router solicitation (RS), explicitly asking for the start
of layer-3 transition. [34] also employs tunneling between
access routers to avoid packet loss.

To reduce layer-2 handoff, [9] provides several fast-handoff
strategies such as reducing the probe-wait latency to an op-
timal value. Our scheme adopts the suggested values : 7ms
for MinChannelTime and 11ms for MaxChannelTime.

NeighborCasting in [35] provides a distributed and dy-
namic data structure that maintains the list of candidate
foreign agents (FA) to proactively forward data packets dur-
ing handoffs. In the NeighborCasting mechanism, FAs learn
about their neighbor FAs by allowing the mobile stations to
report the identity of the old FA to the new FA. The new
FA, then notifies the old FA of their neighborhood relation-
ship. Using layer-2 triggered data forwarding, layer-3 hand-
off latency is reduced to be comparable to layer-2 handoff
latency.

[13] and [25] transfer or distribute security material to
access points using neighbor graphs. In [13], the security
context contained in current AP is proactively distributed
to its neighbor APs through the IAPP protocol [27], so that
the security context is always one hop ahead of the station’s
movement. In contrast to [13], [25] maintains the neigh-
bor graph in a centralized server. Instead of generating a
PMK for 802.11i authentication [24] at each handoff with
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Figure 14: Probing Latencies with different Prob-
ing Algorithms, and Adjusted Probing Latencies with
Chanel-switch-Tx overhead = 10 ms

the high cost of 800ms, the authentication server proactively
distributes PMKs to neighbor APs, reducing the authenti-
cation latency down to less than 20ms. To maintain the
freshness of the PMKs, each distributed PMK is generated
by a hashing tree.

8. DISCUSSION AND CONCLUSION
In this section, we provide additional methods for the gen-

eration and maintenance of the neighbor and overlap graphs.

8.1 Generation of Neighbor Graph using
Overlap Graph

To reduce the NG generation period, we propose to use
the overlap graph as the initial neighbor graph. The gen-
eration of the overlap graph can be completed much faster
than the neighbor graph because the overlap test does not
require mobility of the stations. For the fast generation of
the overlap graph in the initial phase, the overlap test prob-
ability should be high at first and decrease in time. Noting
that the OG is a superset of the mobility graph in equa-
tion 4, i.e. OG does not have any missing edges but does
have some redundant edges. Such redundant edges are a
pair of APs that overlap each other but no handoff is possi-
ble, called overlap-only edges. In our experiments, we find
overlap-only edges are 12% of all overlap edges, and 35% if
inter-floor edges are included. These redundant edges will
time-out and be discarded over time. Once a mobile station
makes a hand-off along an edge in the OG, the system adds
that edge to a confirmed neighbor graph. In this way, the
overhead of the initial NG will decrease to zero.

8.2 Change of Topology
The quality of neighbor graph can be impaired by signif-

icant topology changes such as the addition of a new AP or
the deletion (or failure) of existing APs. When an AP is
deleted, all the edges to that AP will be evicted due to their
inactivity. This leaves some redundant and isolated nodes
in the NG but with no impact on the performance. The
addition of a new AP will also be detected by the overlap
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tests. Once a new AP is found responding to the overlap
tests, all other APs overlapping with the new AP will add
an edge to the new AP.

8.3 Future Work
The NG reflects the aggregated mobility patterns of in-

dividual users. However, the mobility pattern of each user
can be significantly different because of personal habits, lo-
cation of residence, or even the social relationships between
users. In cellular networks, studies show that an individ-
ual user’s mobility is routine and predictable with higher
accuracy than system-wide approaches [36].

A personal neighbor graph (PNG), defined in section III-
B-2, is a neighbor graph that reflects the mobility of a par-
ticular user. A PNG has many encouraging properties : (i)
minimum overhead and (ii) highly predictable. In the fu-
ture, we plan to research a prediction based probing scheme
using PNG. Also we plan to investigate a hierarchical sys-
tem with NG and PNG for an efficient, accurate and flexible
framework for mobility management in wireless networks.

8.4 Conclusion
The main contribution of this paper is to introduce two

novel and efficient probing algorithms, the NG algorithm
and the NG-pruning algorithm, both of which perform bet-
ter than the two most commonly used probing schemes by
major vendors. We implemented four different algorithms
(full-scanning, observed-scanning, NG and NG-pruning), ap-
plied in a campus-wide 802.11b WLAN, and measured their
probing performances. For more general results, simulations
with different configurations were conducted and analyzed.
Also we discussed the generation, and maintenance of neigh-
bor and non-overlap graphs to show the feasibility of our
suggested probing algorithms.

The results of our experiment show that the NG algo-
rithm reduces the probing latencies of full-scanning and the
observed-scanning algorithms by 80.7% and 30.8%, respec-
tively. Also NG-pruning reduces the probing latencies of
full-scanning and observed-scanning by 83.9% and 42.1% re-
spectively. By adjustments to the experimental overheads
to account for our user space implementation rather than a
firmware implementation, we claim that our algorithms can
achieve probing latencies of less than 50ms, which provides
a strong foundation for fast hand-offs in WLAN supporting
VoIP and other multimedia applications.

From experiments and simulation results, we conclude
that the algorithms perform best when there are an abun-
dant number of independent channels available such as in
802.11a.
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