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Simulation of User-Driven
Computer Behavior

Hdrek Haugerud and Sigmund Straumsnes — Oslo University College

ABSTRACT

We simulate a computer system by modeling its users as individuals who have separate needs
for resources like processes and login time. During the simulations the users make decisions with
probabilities which depends on the time of day and on the character of the user. This makes us able
to reproduce the large scale behavior measured at real computer systems as well as predicting the
behavior of systems when varying the number and characters of the users.

Introduction

One of the goals of system administration is to
be able to understand the characteristic interaction
between humans and machines more fully, in order to
use such knowledge to improve the reliability and
security of computer systems [1]. To understand this
interaction, one must blend empirical data with mod-
els and simulation, thus relating cause to effect [2]. A
full understanding of computer systems requires a
knowledge of important scales and processes. This is
far more than can be achieved with a single model or
study; however, at the level of the user-computer inter-
action, high level changes in the system generally
occur over intervals greater than several minutes. This
leads to a considerable simplification.

Recently some progress has been made in trying
to characterize the state of large and complex com-
puter systems, in terms of a few macroscopic parame-
ters [3, 4]. This work is based on measuring at inter-
vals of a few minutes, a large number of system vari-
ables like the number of users and processes, network
connections, memory and disk usage etc. One of the
goals has been to be able to measure the normality of a
computer system, making it possible to automate the
detection of abnormal behavior. Burgess has provided
a stochastic explanation for the subset of variables
which closely follows the periodic trends of users [5].
This approach uses functional methods of statistical
mechanics. However, the approach is limited to fairly
simple calculations, and there is room for a more gen-
eral way to predict system behavior, by Monte Carlo
simulation.

The model presented here attempts to simulate
the behavior, in time, of a selection of variables which
describe resources on the system, by imitating the
behavior of the users themselves. Previous work has
been done to model some of this behavior by assum-
ing that large numbers of users behave more or less
like a mass crowd (a gas of users) [5]. Here we start
with some simple assumptions about the probable
behavior of individual users and repeat this behavior
for a given number of users. This allows us to adjust
the number of users and see how behavior depends on
various parameters. This is potentially more
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complicated than the analytical analysis in [5], but it is
more general and flexible for extending that work.

A simulation environment is ideal for testing
such theories, since it becomes easy to change condi-
tions which are impossible to change on real systems.
A simulation is also an efficient tool for predicting the
expected load and resource usage of a system when
the number of users or the system itself changes. The
functional analysis of Burgess is only true in the limit
of large numbers of users, and thus must be under-
stood mainly as an idealized limit on behavior.

Empirical Data

Earlier empirical work came to two main conclu-
sions about the behavior of macroscopic system vari-
ables: that many (though not all) variables are periodic
in nature and that the behavior was stochastically dis-
tributed around stable averages, in the manner of a
steady state, modulated by periodic variation. These
empirical facts can be seen in the periodogram of Fig-
ure 1, which plots a number of these variables, scaled
over the course of a week.
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Figure 1: A trace of several scaled system variables
like number of wusers and processes, free
diskspace, www connections, etc., over the course

of a week.
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Traditionally, measurements of normal computer
behavior have been used to analyze event arrival times
and lifetimes; they have often been collected in con-
nection with performance analyses [6, 7, 8, 9, 10].
Other studies of computer systems have been per-
formed in connection with load balancing [11, 12, 13,
14], expectations of communications over a network
[15, 16] and interactions with users on teletype termi-
nals [17]. Our primary aim here is to show how a sim-
ple random model can be used to understand system
behavior, and to test predictions about management
decisions. In the classification used by Burgess [1],
this a type I model.

Simulation

In a Monte Carlo simulation we attempt to fol-
low the time dependence of a model for which change
does not proceed in some rigorously predefined fash-
ion but rather in a stochastic manner which depends
on a sequence of random numbers which is generated
during the simulation. With a second, different
sequence of random numbers the simulation will not
give identical results but will yield values which agree
with those obtained from the first sequence to within
some statistical error.

The simulation presented here models users of a
computer system as individuals who make decisions in
a stochastic manner, but far from completely at ran-
dom. It is for instance more likely that a normal user
logs on to the system in the morning than in the mid-
dle of the night.

The simulation is object-oriented and written in
C++. The main objects are the users, characterized by
their individual needs for resources, and the hosts with
a given set of resources. The system one wants to sim-
ulate is devised by providing the number of users and
hosts and their properties. The simulation is divided
into time-slices and at each step, every user makes
decisions such as starting a new process, logging out
or using the disk. These decisions are made using ran-
dom numbers to simulate Bernoulli trials, with proba-
bilities which are time-dependent and reflects social
behavior and work rhythms of the users [3] [18] [19].
A Bernoulli trial [20] is an experiment that either fails
or succeeds and the probability for success is given by
p- Flipping a coin is a Bernoulli trial with probability
p =0.5. Suppose that a user of the simulation has got
a probability of p = 1/6 for logging out at some time
of day. This corresponds to a user throwing a die every
minute and once he gets a “six” he will log out. On
average such a user will stay logged in for six minutes.
A user who just pops in to check his email is in our
simulations given logout-probabilities of similar mag-
nitude.

The probability for logging on at, for instance,
Sunday night is small and is much larger on Monday
morning. In addition, the probabilities depend on the
particular character of the user. Several characters can
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be included in the simulation, such as users who start
their day early, users who mostly work at night, or
those who just use their account for reading email
once in a while. A percentage of these various user-
characters is input to the simulation. Each user in each
character-group differs slightly and they change some-
what from week to week within given boundaries.

The fundamental assumption of the simulation is
that, at any given time, there exist probabilities for a
user to log in or out, start a process and generally per-
form any action that influences the system. That such
a probability exists is clear, but it certainly has a very
complex dependence on time, the user’s state of mind,
and the state of the system. Making these probabilities
only depend on time is a strong simplification, but it
seems to grasp much of the correct dynamics of a
computer system. Some limits given by the system,
like a maximal number of users and processes or finite
memory are straightforward to impose. One could also
think of mechanisms which changed the user-probabil-
ities with respect to how the system reacted (slow
response, paging, slow network etc.) but this is beyond
the scope of this short study.

The behavior of a computer system will obvi-
ously be strongly dependent on the kinds of users it
serves. In the simulations we have several categories
of users and initialize the simulation by simply assign-
ing percentages of users from each of the following
categories.

¢ system users (root, www, dns etc.)
standard users working “9 to 5”
users starting early
users working late
users checking email from time to time
users who are logged in all the time or/and run
batch jobs
e users who mostly work at night

A standard user has, for instance, a high proba-
bility for logging in between 8:00 and 10:00 on a
weekday and a high probability for logging out after 5.
The probabilities are never one or zero, so any action
is in principle possible at any time.

A simulation is initialized by creating a new sim-
ulation-object which in turn creates all the users. The
number and categories of users is globally defined and
for each user a new user-object is created. The initial-
ization method of the user-class then sets the time
dependent probabilities for logging on and off and cre-
ating processes according to the character of the user.
The properties of users within a character-group are
also made slightly different so that no users are identi-
cal. Figure 2 shows the main objects of a simulation of
a system containing 14 individual users on a single
host which has a maximum number of 256 processes.

Time is split into time-slices of one minute as we
are looking for the behavior of the system over rela-
tively long time-scales. After all the users have been
created the simulation runs by visiting all users in a
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Round Robin manner and each of the users makes
their decision according to their time-dependent prob-
abilities for logging out or on, starting processes etc.

If the probability p for an event like logging out
was kept constant with time, the number of failures
before an event happened after a series of independent
Bernoulli trials would follow the Geometric distribu-
tion [20]. The mean value of this distribution is 1/p
and gives the expected time to elapse before the event
occurs. The standard deviation for this distribution
equals the mean value for small p’s and both the mean
value and the width of the distribution grows rapidly
with decreasing p. The probability p for logging out is
changing with time, but on a time scale of hours. So
the probability distribution for a user event is split into
several Geometric distributions with different p’s,
each lasting one or more hours.

The following is an example of how the state of
a user is updated in a time-step. If a user is logged on
and his probability for logging out is p = 0.02 at this
time of day, a random number between 0 and 1 is gen-
erated and if this number is smaller than 0. 02 the user
is logged out. This simulates a Bernoulli trial with
probability p = 0. 02. the expected time for the user to
stay logged on would then be 1/0. 02, i.e., 50 minutes.
At five o’clock in the afternoon the probability for a
standard user to log out increases to p = 0. 06 making
it improbable that he will stay much longer than half
an hour.

Simulation of User-Driven Computer Behavior

The various user-probabilities p were initially
chosen based on the average amount of time 1/p which
would run before the corresponding event would
occur. Since these probabilities also depend on the
time of day and the day of week, the expectation val-
ues are hard to estimate accurately. Some initial simu-
lations where therefore run in order to tune the param-
eters to make “standard” users behave as expected,
system users stay logged on more or less permanently,
email checkers just pop in from time to time and not
stay for days, etc. Finally the percentage of user char-
acters where adapted in order to simulate a given sys-
tem. A future improvement would be to be able to
estimate model parameters directly from data obtained
by measuring the user behavior at a system.

The user-probabilities of the simulations are
summarized in Figure 3 and Figure 4. The actual prob-
ability at a given hour and day of week, is the product
of the number in the row labeled by this hour and the
number in the row labeled by this day. At the bottom
of the tables, the probabilities for stopping and starting
processes are given. Systems of various natures can
then be simulated by changing the percentage of these
users as shown in the next section.

Results

The simulations of user and process statistics has
given results which are quite similar to previously
measured real world results [3]. Figure 5 shows the

users = 14
maxProcs = 256

Standard users

System users

EIIII

Simulation-object

Starting early ~ Email-checkers

Night users

]
=

{uid 10}
{uid 11 }

uid 6;

int usertype = 2; // 2 = standard user

User-object
// user-ID

int sessions; //
int loginTime; //
int numOfProc; //
float PinDayl[71; //
float PoutDayl71; //

float PinHour [24];//
bool loggedOn; //

login sessions

time spendt logged on
processes

daily login-probability
daily logout-probability
hourly login-probability
true if logged on

Figure 2: A simulation-object which contains 14 user-objects. Some of the variables of the user class are shown. A
simulation step is performed by visiting all the user-object and calling their time-step method which performs

actions according to the user’s probabilities.
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number of users logged on for a system of 100 users.
The weekly rhythm is apparent.

The behavior of such a function obviously
depends on the kind of users the computer serves. By
changing the percentages of the different characters
one can simulate computers with other user character-
istics. In Figure 6 the simulation is carried out with a
different composition of users; the main difference
being the removal of the late night users.

In this way it is possible to tune the simulation to
fit the data of a given computer system and afterwards
predict what would happen when for instance the total

Haugerud and Straumsnes

number of users increased. Averaging over several
simulation-years is done in minutes and makes it con-
venient to change and test the consequences of the
kind of users who use the system.

Figure 7 compares the number of processes
obtained from simulation and from measurement of a
computer. The data are from the same computer and
the same simulation as the data presented in Figure 5
are from.

In previous work [3, 4] the skew distributions
of deviations around the mean value have been
pointed out. We have obtained similar results in our

time/user always in system user standard
in out in out in out
Mon-Fri 1 0.001 1 1 1 1
Sat 0.1 0.001 1 1 0.1 1
Sun 0.01 0.001 1 1 0.01 1
0-1 0.0000  0.0200 || 0.0100  0.0003 || 0.0000 0.0200
2-5 0.0000  0.0200 || 0.0100 0.0003 || 0.0000 0.0200
6-7 0.0000  0.0200 || 0.0100  0.0003 || 0.0000 0.0200
8-9 0.0008 0.0040 || 0.0100 0.0003 || 0.0008 0.0040
10-11 0.0016  0.0040 || 0.0100 0.0003 || 0.0016  0.0040
12 0.0016  0.0060 || 0.0100 0.0003 || 0.0016 0.0060
13-14 0.0008  0.0080 || 0.0100  0.0003 || 0.0008 0.0080
15-16 0.0008 0.0080 || 0.0100 0.0003 || 0.0008 0.0080
17-18 0.0002  0.0400 || 0.0100 0.0003 || 0.0002 0.0400
19 0.0002  0.0800 || 0.0100 0.0003 || 0.0002 0.0800
20-21 0.0002  0.1600 || 0.0100  0.0003 || 0.0002 0.1600
22-23 0.0002  0.1600 || 0.0100  0.0003 || 0.0002 0.1600
stop 0.0263 0.0263 0.0154
start 0.0263 0.0263 0.0263

Figure 3: The probabilities characterizing “always in” users, system users and standard users working “9 to 5.”

time/user early late email night
in out in out in out in out
Mon-Fri 1 1 1 1 2 200 1 1
Sat 0.1 1 0.1 1 0.2 200 0.1 1
Sun 0.01 1 0.01 1 0.02 200 0.01 1
0-1 0.0000  0.0200 || 0.0002  0.0200 || 0.0000 0.0200 || 0.0003 0.0100
2-5 0.0000  0.0200 || 0.0000  0.0200 || 0.0000 0.0200 || 0.0003 0.0100
6-7 0.0016 0.0100 || 0.0000 0.0200 || 0.0000 0.0200 || 0.0003 0.0100
8-9 0.0008  0.0040 || 0.0000 0.0040 || 0.0008 0.0040 || 0.0001 0.0400
10-11 0.0016  0.0040 || 0.0000 0.0040 || 0.0016 0.0040 || 0.0002 0.0400
12 0.0016  0.0060 || 0.0000 0.0060 || 0.0016 0.0060 || 0.0002 0.0600
13-14 0.0008  0.0080 || 0.0008 0.0080 || 0.0008 0.0080 || 0.0001 0.0800
15-16 0.0002  0.1000 || 0.0008 0.0080 || 0.0008 0.0080 || 0.0001 0.0800
17-18 0.0002  0.1000 || 0.0016  0.0040 || 0.0002 0.0400 || 0.0024 0.0020
19 0.0002  0.0800 || 0.0016 0.0040 || 0.0002 0.0800 || 0.0024 0.0040
20-21 0.0002  0.1600 || 0.0016 0.0040 || 0.0002 0.1600 || 0.0024 0.0080
22-23 0.0002  0.1600 || 0.0008 0.0100 || 0.0002 0.1600 || 0.0024 0.0080
stop 0.0154 0.0154 0.0154 0.0154
start 0.0263 0.0263 0.0263 0.0263

Figure 4: The probabilities characterizing the users starting early, working late, checking email from time to time

and users who mostly work at night.

104

2001 LISA XV — December 2-7, 2001 — San Diego, CA




Haugerud and Straumsnes

simulations as seen in Figure 8. For each data point of
the simulation, the deviation from the mean is calcu-
lated. The figure shows the number of data points as
function of deviation from the mean, measured in
units of standard deviation. The frequency of data
points is counted by splitting the x-axis into 200 slots
of equal size.

20

—— Measured data
,,,,,,,,,,,, Simulation

users

0 50 100 150
hours of the week

Figure 5: The number of users logged on as function
of time; starting at Monday morning. The fully
drawn line is the average number of users during
a week at a computer at Kansas State University
averaged over nine weeks. The dotted line are
from a nine week long simulation of a system
consisting of 100 users and where 30% are stan-
dard users, 17% late night users, 50% email
checkers and 3% system users. The lines at the
bottom are the standard deviation of the data. For
both the simulation and the real world data, each
point on the curve is an average over data taken
each minute over an interval of 30 minutes.

Suppose the average value for the number of
users at a given time of the day is 19.9 and that the
standard deviation is 5.0 for the data collected so far
in the simulation. If a new measurement of 30 users is
made at this time it deviates by 10. 1 from the average
value and this equals 2.02 standard deviations, since
2.02x5.0=10.1. This data point will then fall into
the standard deviation slot ranging from 2. 01 to 2. 04.
The deviation is scaled in this way in order to charac-
terize the complete set of data at the same time.

The distribution of deviations seems to have a
skewness to the left with a tail to the right when the
measured value is close to zero some time of the
week, for instance at night as shown for the dotted dis-
tribution of Figure 8. The only difference when per-
forming this simulation compared to simulation lead-
ing to the data of the fully drawn line which show a
symmetric Gaussian distribution of data points, is that
the 10% of the users stay logged on at night in the lat-
ter simulation.
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The skewness may be due to all the data points
which are zero and therefore occurs slightly below the
average. The non-zero points in the same area will be
several standard deviations above the mean and there-
fore contribute to the tail of the skew contribution.
When the value considered never is close to zero, the
distribution is Gaussian as one would expect.

ol —— measured
,,,,,,,,,,,, Simulation

users

0O ) 5‘0 160 ‘ 1é0 ‘
hours of the week

Figure 6: The number of users logged on as function
of time. The fully drawn line is the average num-
ber of users during a week at a computer at Oslo
University College averaged over four weeks.
The dotted line are from a four week long simula-
tion of a system consisting of 150 users and
where 31% are standard users, 5% starting early,
2% late night users, 2% night users, 56% email
checkers and 4% system users. The lines at the
bottom are standard deviation of the data. Each
point on the curves is an average over data taken
each minute over an interval of 5 minutes.

On the other hand, when the value measured is
limited from above, as the number of processes is at a
given host, one would expect that the distribution
would be skew to the right with a tail to the left, since
there will be a lot of points close to the upper limit
contributing to data points shortly above the average.
This means that the skewness of the distribution,
which is a well defined statistical quantity, might be
used as a numeric measure of how limited a resource
is. Frequently occurring values close to zero makes it
skew to the left, while frequently occurring values
close to the upper limit makes it skew to the right.

Some work remains to be done in order to under-
stand this behavior thoroughly and quantitatively.
Other characteristics will surely emerge as further
studies are made. Such characteristics can be used to
plan resources for future refinements of performance
and reliability.

Conclusion

Although the first results of our simulations are
promising, we have only scratched the surface of user-
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level Monte Carlo simulation of computer systems.
There are many possible new uses of such a general
approach to investigating a computer system. One of

R simulation
—— measured

110

920 -

processes

70

50

0 50 100 150
hours of the week

Figure 7: The number of processes as function of

time. The fully drawn line is the average number
of processes during a week at computer at Kansas
State University averaged over nine weeks. The
dotted line are from nine-week simulation of a
system consisting of 150 users. User-data from
the same computer and the same simulation
where presented in Figure 5.

them is to study the effect of introducing the topogra-
phy of the system, including network connections
between the various hosts and servers. This will make
it possible to simulate the network traffic and to find
the solutions which gives the best and most balanced
use of the resources of the system as a whole. As
Traugott and Huddleston have pointed out, modern
distributed systems are best thought of as a single vir-
tual machine, at the level of the network [21]. In ver-
sion 2 of cfengine [22], being developed at Oslo Uni-
versity College, the results of these studies are already
being used to implement automatic anomaly detection
for automatic regulation of systems. We hope to return
to more intricate studies in future work.

The authors are grateful to Mark Burgess for
inspiring discussions and to Tim Bower for providing
us with data from Kansas State University. The simu-
lation software can be obtained by contacting the
authors.
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