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Large-scale high-speed mass-storage systems account
for a large part of the energy consumed at data centers
[1]. To save energy consumed by these storage systems,
we propose a high-speed tiered-storage system with a
power-aware method of storage-tiering management
with minimum loss of performance, which we have
called the energy-efficient High-speed Tiered-Storage
system (eHiTS).

Our proposed method has two distinct features. The
first is that eHIiTS consists of a tiered-storage system
with high-speed online storage as a first tier and low-
power nearline storage with high capacity as the second
tier. All files are always stored in nearline storage when
it is created, in which the HDDs are usually left po-
wered off. Only the volume that has stored the accessed
files is copied from nearline to online storage before
access. In our proposed method, data movement and its
timing are managed inversely against ILM [2] where
files are stored in online storage when it is created and
relocated to the nearline storage when utilization be-
comes lower than a predetermined threshold based on
user’s policy. Even though the first-tier’s online storage
is used as a data cache in eHiTS, file requests in our
proposed method are hit in online storage (cache sto-
rage) even during the first access, unlike in ordinary
cache management. Moreover, the accessed files are
copied back soon after the access period ends. This
leads to the capacity of online storage being minimized
with minimum loss of performance, resulting in energy
savings.

The second feature is its ability to complete copying
the volume that has stored the accessed files from near-
line to online storage before access. The timing to start
copying is predicted based on queueing theory with
information about job-queue status in a batch-job sche-
duler of a batch-processing application.

We selected an HPC system as the first target among
the batch-processing applications to evaluate eHiTS.
Figure 1 outlines the architecture of eHIiTS with an
HPC system for scientific calculations. eHIiTS is
equipped with another feature where the HDD enclo-
sure is powered off when there is no access to gain
larger energy savings than in MAID systems [3].

By exploiting the features of job control in the HPC
system, the accessed files and the timing to start copy-
ing them to online storage are predicted in eHIiTS for

each user-submitted job. A simple method of complet-
ing the copying of an accessed volume to online sto-
rage before access is to start the volume copy when the
job is submitted into the job-queueing system. Howev-
er, we found from the simulation results of the job-
queueing system that there was not enough waiting
time in the job queueing system to complete volume
copy before access for lower utilization factor of the
queueing system. To complete volume copy before
access even in shorter waiting time cases, we propose a
delayed method of job execution, where if the waiting
time for the job to start to execute is shorter than a cer-
tain time, job execution is delayed.

Figure 2 compares an eHiTS’s energy consumption
with an ordinary tiered-storage system with ILM for
system capacities of 256, 512, and 1024 TB. The pre-
liminary results obtained from analytical studies with
the measured parameters in our testbed revealed that
the eHiTS’s energy consumption decreased by as much
as 46 % of that of the ordinary tiered-storage system
for a system capacity of 1024 TB. We also found that
the proposed method of delayed job execution could
achieve a miss-prediction probability less than 10,

We have been developing a testbed for eHiTS on
which we intend to evaluate its energy conservation
and predictable probability to demonstrate its effec-
tiveness in conserving energy with minimum loss of
performance in a real HPC environment.
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Fig. 2 Comparisons of eHiTS’s Energy Consumption
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