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“Energy permits things to exist; information, to behave purposefully.”
W. Ware, 1997



* The Big Picture

* IT as an Energy Consumer
 |T as an Efficiency Enabler
« Summary and Conclusions
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% Q / Electricity is the Heart of the

Energy Economy

Energy Policy & the Environment Report - :
October ZQOZB y p - ﬂ
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The Million-Volt Answer to Oil
EMAIL THIS | PRINTER FRIENDLY

by Peter W. Huber DOWNLOAD PDF

CONFERENCE AGENDA
EXECUTIVE SUMMARY CONFERENCE VIDEO

. . PRESS RELEASE >>
Electricity—not oil—is the heart of the U.S. energy economy. Power plants consume as much raw

energy as oil delivers to all our cars, trucks, planes, homes, factories, offices, and chemical plants.
Because big power plants operate very efficiently, they also deliver much more useful power thancar | &~ "= "™ _ »

, e . . New National Transmission Grid Needed,
engines and small furnaces. Electricity is compgratlvely cheap, we have abgndant supplies and But Capital Will Be Scarce, Experts
reliable access to the fuels we use to generate it, and the development of wind, solar, and other Suggest, Lynn Garner, BNA Daily Report
renewables will only expand our homegrown options. Our capital-intensive, technology-rich electrical | for Executives, 10-15-08 (subscription

infrastructure also keeps getting smarter and more efficient. With electricity, America controls its own | required)
destin High-Voitage Interstate Transmission
Y Gaining Support, But Major Hurdles

_— .. ; . . Remain, Energy Washington Week,
From the beginning, electricity has progressively displaced other forms of energy where factories, 1;_ 1 e,l-oe ey g

offices, and ordinary people end up using it day to day. Electrification has been propelled not by The U.S. needs a new electrical grid,
government mandates or subsidies but by normal market forces and rapid innovation in technologies | instapundit, 10-15-08

that turn electricity into heat and motion. Over 60 percent of our GDP now comes from industries and | Political Momentum Grows For US National
services that run on electricity, and over 85 percent of the growth in U.S. energy demand since 1980 | Transmission Grig, lan Talley, Dow Jones
has been supplied by electricity. And the electrification of the U.S. economy isn't over. Electrically waswires, 20-14-00

dh ; dl toerf i d fired \ Concept of nationwide transmission grid
powered heaters, microwave systems, and lasers outperform oil- and gas-fired ovens in with FERC siting role gains support ,

IN THE PRESS

manufacturing and industrial applications, and with the advent of plug-in hybrids, electricity is now Kathleen Hart, SNL Daily, 10-14-08
poised to begin squeezing oil out of the transportation sector. A Different Kind of U.S. Power, U.S. News
& World Report, 10-15-08 4



% Q / The Big Switch:
Clouds + Sma
Computing as a Utility / ] '

<

Energy
Efficient
Computing

Embedded
Intelligence in
Civilian
Infrastructures

Large-scale industrialization Computing in the Utility 5
of computing




Energy + Information Flow =

Third Industrial Revolution

“The coming together of
distributed communication
technologies and distributed
renewable energies via an open
access, intelligent power grid,
represents “power to the people”.
For a younger generation that's
growing up in a less hierarchical
and more networked world, the
ability to produce and share their
Jeremy Rifkin own energy, like they produce and
share their own information, in an
open access intergrid, will seem
both natural and commonplace.”




* IT as an Energy Consumer



2020 IT Carbon Footprint

IT footprints

Emissions by sub-sector, 2020
820m tons COZ PCs, peripherals Telecoms
infrastructure
and devices

and printers

57% '

360m tons CO,

2007 Worldwide IT
carbon footprint:

2% =830 m tons CO,
Comparable to the
global aviation
industry

Expected to grow 260m tons CO,
to 4% by 2020

Total emissions: 1.43bn tonnes (0, equivalent 8




YZI#T4 2020 IT Carbon Footprint

“SMART 2020: Enabling the Low Carbon Economy
in the Information Age”, The Climate Group

Fig. 2.3 The global footprint by subsector

Emissions by geography

% of GtCO,e Telecoms, infrastructure
and devices
Data centres
PCs, penipherals and printers*
2002 % of 053
2007 % of 0.83
2020 % of 1.43
Telecoms DC PCs
CAGR > 7 s -
% billion tons CO,

* Printers were 11% of the total ICT footprint in 2002, 8% in 2007 and will be 12% in 2020.

Datacenters: Owned by single entity interested in reducing opex
9




YZI#T4 2020 IT Carbon Footprint

“SMART 2020: Enabling the Low Carbon Economy

in the Information Age”, The Climate Group

Fig. 4.1 The global data centre footprint

MtCO,e

2002

Growth along
ourrent trends

Power
consumption

Impacts of expected
technology
developments

2020
BAU

76
349
A
’ B
Projected Savings ¢
C

“Based on [DC estimates until 2011 and trend extrapolation to 2020, excduding virtualisation
tPower consumption per server kept constant over time.

Use
Embodied

A Increased number of servers and
their necessary power and moling
from 18 million to 122 million*

B No increase in power consumption
due to new generation technologies
across server dassest

C Savings from expected adoption
of measures (27% effidency due
to virtualisation and 18% due to
smart cooling and broad operating
temperature envelope )

10




Energy Proportional

Computing

It is surprisingly hard
to achieve high levels

“The Case for
Energy-Proportional

Computing,” 0.025 hieve |
Luiz André Barroso, of utilization of typical
Urs Holzle, servers (and your home

IEEE Computer e | - PC or laptop is even
December 2007 worse)

Fraction of time

0.005
e lcl'.-|

% o1 02 03 04 05 06 07 08 09 10
CPU utilization
Figure 1. Average CPU utilization of more than 5,000 servers during a six-month period. Servers
are rarely completely idle and seldom operate near their maximum utilization, instead operating11

most of the time at between 10 and 50 percent of their maximum
S



Energy Proportional

Computing

“The Case for o Typical operating region
Energy-Proportional 90
Computing,” .

Luiz André Barroso,
Urs Holzle,

IEEE Computer S 60
December 2007 > 5 Doing nothing well ...
: NOT!
< 40
g 0
Ul

m PO\VEr
Energy Efficiency = we Energy efficiency
Utilization/Power 0
0 10 20 30 40 50 60 i 80 g0 100
Utilization {percent)
Figure 2. Server power usage and energy efficiency at varying utilization levels, from idle to
peak performance. Even an energy-efficient server still consumes about half its full power
when doing virtually no work. 12



Energy Proportional

Computing

Typical operating region

“The Case for 100
Energy-Proportional 90
Computing,”

Luiz André Barroso,
Urs Holzle,

IEEE Computer
December 2007

Doing nothing

Design for
VERY well

wide dynamic
power range and
active low power
modes

Server power usage (percent of peak)

)

— PO".’.’:’,‘[

wmm Energy efficiency

Energy Efficiency =

Utilization/Power 0
) 10 20 30 40 ol il i 80 40 100
Utilization (percent)
Figure 4. Power usage and energy efficiency in a more energy-proportional server. This
server has a power efficiency of more than 80 percent of its peak value for utilizations of
30 percent and above, with efficiency remaining above 50 percent for utilization levels as
low as 10 percent. 13



Internet Datacenters

Biometric Access Sem-r Racks

and Exit Sensors w 2
Continuous Video {\—-/ L ugesn::r:r:
Surveillance (;:;B.\I

) Redundant
HVAC Controlled
Enviroment

4 J
368 Server Operations
v Monitoring

On-premises N\
Security Officers




W/3#74 Energy Use In Datacenters

UPS
18%

PDU
Lighting 59
1%

TS oM s
/ Switchgear

1%
IT Equipment
30% CRAC
Datacenter 9%
Energy Overheads

Humidifier

. BNL
e —



% Q / DC Infrastructure Energy
Efficiencies

Cooling (Air + Water movement) + Power Distribution

3

-~

{
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L e f
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@ Q_f Containerized Datacenter
MechanicaI-EIectrica!_Design

Microsoft

Chicago > ;
Datacenter




% Q / Power Usage Effectiveness

Approaching 1!

Figure 4. Our Sar, ' T T Mieved a PUE of
1.28, which tran: >d to a target
datacenter built

1

Bottom-line: the frontier of DC energy efficiency IS the IT eqmpment
Doing nothing well becomes incredibly important



Datacenter Power

, 20GB/s
200MB/s

Other (server)

CPUs
22%

ervers)

100MB/s
100MB/s

Power % s)

, T0MB/s
, 10MB/s

19




1000 kW

200 kW
50 kW

2.5 kW

Datacenter Power

Main Supply
Transformer
|
ATS Generator
Switch
Board
ssH Lroes
STS
PDU
STS
PDU
© 'o:
S S —
S| |8 —
Circuit
PV
8
<

Typical structure 1MW
Tier-2 datacenter

Reliable Power
— Mains + Generator
— Dual UPS

« Units of Aggregation
— Rack (10-80 nodes)
— PDU (20-60 racks)
— Facility/Datacenter

X. Fan, W-D Weber, L. Barroso, “Power Provisioning for a 20
Warehouse-sized Computer,” ISCA’07, San Diego, (June 2007).



VT4 Nameplate vs. Actual Peak

CPU

Memory

Disk

PCI Slots
Mother Board
Fan

System Total

Nameplate peak
Measured Peak 145 W
(Power-intensive workload)
In Google’s world, for given DC power budget, deploy
as many machines as possible

X. Fan, W-D Weber, L. Barroso, “Power Provisioning for a 21

Warehouse-sized Computer,” ISCA’07, San Diego, (June 2007).




»&LQ{ Typical Datacenter Power

CDF

Clusters driven to modest Racks can be driven

08

0.6

04 r

to high utilization/95% power

......
_______
________

099 | /
0.98 j _. .
= - | /
)
097
Rack 1 096 Rack —— 1
PDU -~ S PDU -~
Cluster - : / Cluster -
2 1 1 1 1 095 i 1 1 1
0.4 0.5 0.6 0.7 0.8 0.9 | 0.65 0.7 0.75 0.8 0.85 0.9 0.95 |
Normalized Power Normalized Power

Power-aware allocation of resources can achieve higher
levels of utilization — harder to drive a cluster to high levels
of utilization than an individual rack

X. Fan, W-D Weber, L. Barroso, “Power Provisioning for a 22
Warehouse-sized Computer,” ISCA’07, San Diego, (June 2007).




“Power” of Consolidation:

Keep Fewer Machines More Busy

300
« SPECpower:
— Two 3.0-GHz Xeons, _ 250
16 GB DRAM, 1 Disk
200 —>
— One 2.4-GHz Xeon,
8 GB DRAM, 1 Disk £ 450
e 50% utilization > X —
85% Peak Power .2./7
e 10% - 65% Peak Power 50
« Save 75% power if 0
consolidate & turn off 0% 50% 100%

1 computer @ 50% =225 W
v. 5 computers @ 10% =870 W

Percent Utilization

Better to have one computer at 50% utilization than five computers at 10%
utilization: Save $ via Consolidation (& Save Power) 23




e

oms are Quite Better at

Doing Nothing Well

Watts

Server Power Consumption

350+

300

250

200+

150+

100+

50

PowerEdge 1850

Dell PowerEdge

1950

SunFire VB0x

SunFire x2100 -

Cyber Switching

SunFire X2200

Compagq DL360

HP Integrity rx2600

Measured Power

350 T T T T T T T
300 | -
250 F T .
% 200 Xeon oty
5] Atom1 ------- it iy
= 150  Atom2 ------- > -
a N
100 .
50 | -
0 ’?'-".‘l 1 1 1 1 1 1
0 10000 20000 30000 40000 50000 60000 70000 80000
Throughput (Ops/s)
Name Xeon L5420 | Atom 330 Atom N270
Frequency 2.5GHz 1.6GHz 1.6GHz
Cache 2x6MB 2x512KB 512KB
CPU 2 | |
Cores/CPU 4 2 |
Threads/Core 1 2 2
RAM 16GB 2GB 1GB
Storage 15k SAS 5.4k SATA | SSD (low-end)

in Soda Hall Machine Rooms

24




Microsoft's Chicago

Modular Datacenter

STRUCTURE A 24000 square- meter fxcllyy
howses4 00 contal ners. Dol verad by ucks, te

ansinersat e hwa gine in s necase hae
COOLING H ghoMckncy wa S bisad conling foadks nedw ork Con NecTVI By poweg and water.
WS- e enorgyd ntensive than yad %o nal Thee d ata centier hasno anvenonal akedfoarg
dlbrs-crodae old waty hraghthe

0 NG NersT 0 remove heat, ol minat ing the nesd
for ol con R oned oA, POWER: Tw 0 0 wr b2 o s

food 2wt alo? 300 megawams the
! dat conter, with 200 MW usad for

COMQ U R equip ment and WON'W for

' . cooling andelecaical ke < Bat trks

L . an d Renerat ors p rovid b ad p powee

e. '.. >
[
L

CONTANER ExhETS bk
e rCont e houses 2500
servers, abou t0Times many
ascovend onal dat a en Brspak
Inthe same space Each cont aney
| ooyt (MU g, edwarking,
power, an dcooling Sy2ems.

TheMilion-Server
DataCenter

Today's most advanced

data centers house

of thousands of sanvers Rdsof
What would it take to Rl
nouse Tmilion’?

RLLDWENON W ORI O




The Million Server
'&‘Q{ Datacenter

« 24000 sg. m housing 400 containers
— Each container contains 2500 servers

— Integrated computing, networking, power,
cooling systems

« 300 MW supplied from two power
substations situated on opposite sides of
the datacenter

« Dual water-based cooling systems
circulate cold water to containers,
eliminating need for air conditioned rooms,,



 |T as an Efficiency Enabler
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Machine Age
Energy Infrastructure
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Accommodate 21st Century

Renewable Energy Sources
=%




% Q_f Challenge of Integrating
Intermittent Sources

| NEEDED: AGRID FOR RENEWABLE POWER

Sources of U.S. electricily Growing electricity demand
Today, renewable sources provide little U.S. electricity. ... but the fraction coming from renewable sources is projected
Wind and solar together furnish less than 1 percent.... torise sharply—as is total demand.

Annual U.S. electricity sales (in billtons of klowatt-hours) 4463
Hydroelectric Renewables’ A
oo [ o
6.9% %

'N‘

Natural

- Nuclear
204% 10.4% Wind el
0.8%
0.4%

Coal
49.0%

’ 1.4% '
Petroleum 1.6%
Other 0.3% q o ssssanammasnnssesssnnmsanmse = N T PROIECTIONS
"excludng hydroelectric Solar 001% 1900 [1905 [2000 [200s 2010 2015 2020 [2025
Onshore wind-power resources Solar-power resources Today's electricity grid
S d = d The strongest, steadiest winds are ...and the strongest, clearest sun ... but existing transmission lines are
u n a n win concentrated in the Great Plains ... exposure is in the Southwest ... centered on areas of high popula-
y tion, with inadequate high-voltage
links to the areas with the best wind
potential*
a re n t Wh e re Wind-power potential Solar-power v and solar resources. Fatter lines
M Super [ Outstanding Excellent HWes570 6065 P5560 60-55

show higher-voltage connections.

the people — Good Fair 4550 4045 [13540
and the P ,
current grid —
are located!

‘mvarage caly
idlowatt hours per
sQEra moter

com




California as a Testbed

Figure 5. Average power generation by source on Figure 6. California power generation on July 2016 Day
July 2016 day - High-Renewable Penetration Case High-Renewable Penetration Case

) 60000
Wlnd and SOIar Natural Gas Hydro
installed capacities So000 | Wser win s
e % ™ Cther Geotherma
optimized for = e
™ Coal = Nuclea
summer load s 40000 Hydroelectric [18%)
matching =
= 30000
- § Solar (22%)
R 20000
- Wind (22%)
@
o~ 10000
- Cod _—_—nm —
x
- )

012345678 91011121314151617181920212223
Hour of Day

If we do this, we will need to build a new grid

to manage and move renewable energy around 31

www.technologyreview.com



What if the Energy Infrastructure

were Designed like the Internet?

* Energy: the limited resource of the 21st Century

 Information Age approach to Machine Age
infrastructure: bits follow current flow

— Break synchronization between sources and loads:
energy storage/buffering is key

— Lower cost, more incremental deployment, suitable for
developing economies

— Enhanced reliability and resilience to wide-area
outages, such as after natural disasters
« EXxploit information to match sources to loads,
manage buffers, integrate renewables, signal
demand response, and take advantage of locality

32




Information Overlay to the

Energy Grid

Intelligent Energy Network

________________________________

e_ner y
subn

-7 B IpS
e Intelligent
Power Switch |

e Generation
Transmission
, Distribution
-Hi_' Load

Conventlonal Electric Grld
e Conventional Internet




Intelligent Power Switch

e Intelligent
. Power =" [Power Switch | Energy
| Generation | (IPS) Storage

| V i/energyflows i
PowerComm | /' information f |
Interface i information flows

N Intellige
(IPS) storage Power Swi
IPS

aaaaa

« PowerComm Interface: Network + Power connector
 Scale Down, Scale Out 34




“Doing Nothing Well”

« Existing systems sized for peak and designed for
continuous activity
— Reclaim the idle waste
— Exploit huge gap in peak-to-average power consumption
« Continuous demand response
— Challenge “always on” assumption
— Realize potential of energy-proportionality

 From IT Equipment ...

— Better fine-grained idling, faster power shutdown/
restoration

— Pervasive support in operating systems and applications

* ... to the OS for the Building

35




WZI#T4 Multi-Scale Energy Internet

Price profile, Load profile ,

/ AHU po—______ ,
Bldg IPS ' Power i
. proportional |
IPS Energy  kernel
Network- —
IPS f\Datace%er
Actual load IPS M/R IPS “\-/:'
Chill Energy )
Net E
S IPS .. :
now f |“- '.,
. Power : | Quality-
prop_ortional | Adaptive
' service ! ; .
| manager i :__S_?_(\_’!(_:_e_____:

__________________




Smart Buildings

Soda Hall Power Consumption 494 KW

chart by amCharts.com

M

400
200
0
Tue 0120 Wed 01721 Thu 0142
Mon 01/05 Mon 01#2
Custom period: 2009-01-18 22:00 2009-01-24 2.

) ".‘ (= BroadWin WebAccess View - Windows Internet Explorer
A @ J~ 8 http://satum.dofim berkeley edu/broadweb /systermn/bwy

W 4| g8Broadwin WebAccess View
UCProject UCB SODAF graph=AHUl.bg

oy J
~ | jover| FACE | nenes| e e IETNIED POINT [POINT|  RuPH G om |41
¥ ~ || view | PLATH SCREEN | TA6 | i 1)\ ) pETAL| BT | LT 1 |BTE

COMPUTER @ University of California ¢
SODA HA
AHU-1 FLOW SY

SCIENCE BLDG.
Graphic Directory

CONTROL
PANEL

Soda Hall Power Consumption

chart by amCharts.com

494 KW

22:00 - 22:00

HVAC & Plug Loads

600
./\ /\ /\\ f/w—\ _ . San
S ./ Lighting N/ I/
P HVAC / CRU / PDU support
Servers / Clusters
Tue 01720 Wed 01721 Thu 01722 Fri 0123 Sat 01724

Mon 0105 Mon 0142 Mon 0119 Mon 01726

Custom period: 2009-01-18 22:00 2009-01-24 22:45 FZoom: 1D | 1W | 20 | MAX

[ | [zS103_MS01_coM

[AHTL. bgr

22395721 o

J @ Internet




Physical Systems vs.

Logical Use

Soda Hall Power Consumption 494 KW 22:00 - 2200
chart by amCharts com
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Energy Consumption

Breakdown

3500 Phone 1/5
: XBox 1/1
Obama Monitor On,  XBox 1/
3000 | : d Projector 2/6 —— XBox Phone
nauguration Unplugged . coffee 1/1 0% 1%
| . K Frige1/1
2500 0
- LCD 4/25 2% Projector
22000 ' _ Mlaptop6/25 ___ Coffee
5 W Desktop 2/15
% 1500
Q.
1000

500

Tu0:00 6 Noon 18 Wed0:00 30 Noon
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% Qf Cooperative Continuous
Energy Reduction

=« HVAC System 4 Al Temperaluvel Heating/Cooling - Lighting System 3
idi Indoor Air|Quality ant Load
Stacked RadLab Appliances Tuesday Jan 20 - Thursday Jan.23, 2006 1AQ Control
o ' T T T ~ I
I entilation
. Electrical
Dyanamic Info | Static Info Lighting
s000— 4 fig Thermal Storage + Occupancy + Architecture y
R D=skiop 24 E « Temperature Fagade
. Iaptop 6725 3 « Humidity Shades
F -\;CD :,/25 g Waste Heat « Air Quality .
2500— fige 111 - 2
coffee 11 § « Light Windows
o Central
1 ;; g Air Conditioning/ Temp,

Heat Pump Humidity,
Flow rat
pacity

ensors

Elphone 15

2000—

Power (watt

Network Communication
Building Operating Platform Building Informatics Repository

Output
+ Energy consumption

+ Indoor air quality and security data

+ Integrated system and component performance
Goal

« Zero energy and/or carbon building

+ Healthy, comfortable, safe/secure environment
+ Minimum cost

1500~

Electricity Tariffs & ~ Current &
Power & Control | US| Carbon Emission | | Future
Rates Weather

" Combined Heat, Power & Demand Response *

User Demand

P

Facility Mgmt = ey

fidelity

visibility
Automated Control

Supervisory Control

Community Feedback 10




« Summary and Conclusions
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VZ3#74 Summary and Conclusions

* Energy Consumption in IT Equipment

— Energy Proportional Computing and
“Doing Nothing Well”

— Management of Processor, Memory, 1/O,
Network to maximize performance subject to
power constraints

— Internet Datacenters and Containerized
Datacenters: New packaging opportunities for
better optimization of computing +
communicating + power + mechanical

42




VZ3#74 Summary and Conclusions

» LoCal: a scalable energy network

— Inherent inefficiencies at all levels of electrical
energy distribution

— Integrated energy generation and storage
— IPS and PowerComm Interface
— Energy matching at small, medium, large scale

 Demand response: doing nothing well
« Smart buildings beyond datacenters

43




“We’re at the beginning of the information utility.
The past is big monolithic buildings. The future
looks more like a substation—the data center
represents the information substation of tomorrow.”
Mike Manos, Microsoft GM Datacenter Services
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Computer Air Handling Unit (CRAC)

+ Up To 30 Ton Sensible Capacity Per Unit

» Air Discharge Can Be Upflow Or Downflow Configuration

* Downflow Configuration Used With Raised Floor To Create
A Pressurized Supply Air Plenum With Floor Supply Diffusers

Individual Colocation Computer Cabinets

* Typ. Cabinet Footprint (28"W x 36"D x 84"H)

Power Distribution Unit (PDU)
* Typical Capacities Of 1750 To 3750 Watts Per Cabinet

« Typical Capacitics Up To 225 kVA Per Unit \
* Redundancy Through Dual PDU's With \

Integral Static Transfer Switch (STS)

[ Emergency Diesel Generators
» Total Generator Capacity = Total Electrical Load To Building

* Multiple Generators Can Be Electrically Combined With

Paralleling Gear
* Can Be Located Indoors Or Outdoors At Grade Or On Roof.
= Qutdoor Applications Require Sound Attenuating Enclosures

Fuel Oil Storage Tanks

* Tank Capacity Dependant On Length
Of Generator Operation

» Can Be Located Underground Or At

Grade Or [ndoors

Colocation Suites

* Modular Configuration For
Flexible Suite Sq.Ft. Arcas. g
+ Suites Consist Of Multiple Cabinets With
Secured Partitions (Cages, Walls, Ete,)

- UPS System
» Uninterruptible Power Supply Modules
* Up To 1000 kVA Per Module
« Cabinets And Battery Strings Or Rotary Flywheels
» Multiple Redundancy Configurations Can Be Designed

" Electrical Primary Switchgear

» Includes Incoming Service And Distribution

* Direct Distribution To Mechanical Equipment

« Distribution To Secondary Electrical Equipment Via UPS

Heat Rejection Devices Q{y "% .~ Pump Room
fl@" N » Used To Pump Condenser/Chilled Water Between Drycoolers And CRAC Units

« Drycoolers, Air Cooled Chillers, Ete, & 2 - i O : g
. Ug']‘?,o.“)() T(,:, é:;ucit;'l’::r Unit “‘Pﬁ&dg’;} ‘t"’y * Additional Equipment Includes Expansion Tank, Glycol Feed System
« Mounted At Grade Or On Roof (- * N+1 Design (Standby Pump)

« N+I Design
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Meter, meter, on the wall
How smart-grid technology works

1. Asmart meter has a data connection to the utility, allowing the delivery of real-time information
about load and pricing. Consumers can instantly see how much power they are using and what it is
costing them. The availability of this information opens up many new possibilities.

" 2. Using the information from the smart meter, a smart
S aaxitc appliance such as an air-conditioner or washing machine
o | can be programmed to switch off when demand is high,
3. Smart meters make it easier toincorporate ' § and on when demand is low. In some cases utilities can
intermittent, distributed sourcesof energy Jy  § send commands directly to smart appliances in order to
(such a solar panels or backyard wind Iy \ manage load at peak times.

turbines) into the electricity supply.
They also enable households to sell
excess power back to the grid.

o

4. A smart grid makes it possible to co-ordinate the charging of large numbers of

electric cars. This is best done at night, when electricity demand is at its lowest
4% level and there is excess capacity. Plugaed-in cars could also act as an enormous

= = Data link ' enerqy-storage system, feeding power back into the grid if needed.




“The Big Switch”

and Cloud Computing

“A hundred years ago, companies
stopped generating their own power
with steam engines and dynamos and
plugged into the newly built electric
grid. The cheap power pumped out by
“ electric utilities didn’t just change how
businesses operate. It set off a chain
reaction of economic and social
transformations that brought the modern
world into existence. Today, a similar
revolution is under way. Hooked up to
the Internet’s global computing grid,
massive information-processing plants
have begun pumping data and
software code into our homes and
businesses. This time, it's computing
that’s turning into a utility.” 48




YZ/I#T4 ACme — HiFi Metering

49

Tue Dec 16

450

400

350

300

250

200

150

FIS¥ TRIAR4 | )l | (11100 |

S0

AC Plug

Voltage

AC/DC
Power supply

I-to-V Current
conversion Energy e SP!
%
o

Meter

Relay

AC Receptacle

ACme Summary

Measurements
Resolution

Sampling speed
Report speed
Maximum power
Energy accumulation
Radio range

Idle power

Size

real, reactive, apparent
40mW
14kHz
2.8kHz
1800W
6.26min
multiple floors
1w
10x5.6x4cm
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Daily Power of Water Dispenser on 3/11, 3/18, 4/1-Fig (A)
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% Q / Energy Awareness and
Adaptation I

« Export existing facilities instrumentation
into real-time feed and archival physical
information base

« Augment with extensive usage-focused
sensing

« Create highly visible consumer feedback
and remediation guidance

 Develop whole-building dynamic models

« Basis for forecasting and load
sculpting
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