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Abstract
The expanding computational needs of today’s busi-

nesses and organizations have led to a significant in-
crease in the number and size of datacenter facilities.
While technological advances in cooling solutions and
server densities are enabling the performance levels re-
quired by applications, the energy costs of these compu-
tational and heat management solutions may soon out-
pace the capital expense of purchasing them. To address
the associated issues of cost, scalability, and sustainabil-
ity, prior work has created management solutions that en-
able efficient operating conditions, including techniques
for power aware workload management in the IT space,
and at the facility level, new cooling and thermal man-
agement methods. This paper articulates the opportuni-
ties derived from the ability to coordinate across these
two management domains, by describing CoolIT, an on-
going collaborative effort between Computer Science
(CERCS) and Mechanical Engineering (CEETHERM)
researchers to improve overall datacenter efficiency.

1 Introduction

Modern datacenters are achieving significant advances in
computational capabilities. Improved densities enabled
by small form factor blade platforms and multicore pro-
cessor architectures have fueled this trend, but they are
also instigating a significant problem concerning the sus-
tainability of these environments. In the U.S., datacen-
ter facilities consume approximately 2% of all electric-
ity, with an estimated growth rate of 12% per year [1].
Unmitigated, these statistics underscore fundamental po-
tential bottlenecks of energy costs and provisioning. To
alleviate such restrictions, it is clear that datacenters must
incorporate aggressive energy efficient technologies to
enable “green” computing.
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Recent surveys have identified that compute hard-
ware alone can consume from 33% to 75% of data-
center power [5]. In addition, the cooling (HVAC),
power delivery, and other infrastructure subsystems re-
quired to support the IT equipment can constitute up to
50% of power [1]. These characteristics emphasize two
promising avenues for improving datacenter efficiency:
(1) reducing the active power signature of compute re-
sources when executing applications, while simultane-
ously meeting service level agreements (SLAs); and (2)
minimizing the energy costs of the HVAC systems used
to cool server hardware, by balancing cooling capacity
with the dynamic heat generation of workloads.

The research described in this paper demonstrates the
need for going beyond implementing these two design
goals independently and instead adopting an approach
that coordinates across them. The CoolIT project is an
ongoing effort to realize such coordination, undertaken
jointly by Computer Science researchers and Mechani-
cal Engineers at Georgia Tech. The preliminary learn-
ings presented here utilize a novel cooling management
framework, AILM [19], that can be driven with online
measurements to manage the cooling system and enable
coordination by determining constraints for IT workload
placement policies. Initial results attained with AILM
highlight the interesting tradeoffs that can be exploited
by a coordinated management solution illustrating the
benefits of coordination.

2 Coordinated Management

In the IT space, workloads are managed using VM mi-
gration capabilities to consolidate applications amongst
servers in a manner that can reduce the power footprint of
resources while still meeting performance requirements.
In the facilities cooling domain, a similarly useful mech-
anism that is being increasingly integrated into modern
CRAC units is the ability to change the air velocity at
which the system pushes cool air into the datacenter
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room [9]. A given air flow rate dictates the amount of
heat that can be dissipated from servers, and therefore
determines whether thermal constraints are violated. By
judiciously reducing air velocity based upon load, heat
can be dissipated while minimizing the power profile of
the cooling infrastructure.

Management decisions made to maximize the effi-
ciency of IT power usage can conflict with load alloca-
tions that allow for optimal efficiency of cooling compo-
nents. For example, a heterogeneity-aware VM alloca-
tion policy may decide to migrate workloads to a set of
servers that are optimal in terms of energy usage [14],
but happen to be physically placed in a localized area of
the datacenter facility. The heat generated by these re-
sources may create a hot spot that requires the HVAC to
utilize a higher air flow rate than what could have been
achieved with an alternate allocation. Therefore, inde-
pendent decisions made in these two domains are not
likely to achieve a balance in which overall datacenter
efficiency is maximized. Instead, coordination between
the IT-level and facility-level management decisions is
necessary to attain balanced operating points.

The goal of CoolIT is to allow management com-
ponents that drive IT and cooling systems to behave
in a synergistic manner, by coordinating their actions.
In the remainder of this section, we briefly present the
VirtualPower-based IT management infrastructure we
have been developing within the Computer Science re-
search group. We then proceed to describe the thermal-
driven AILM tool used for cooling management. We
conclude by discussing how these components can in-
teract for coordinated management.

2.1 VirtualPower-Based IT Management

Modern datacenters routinely use virtualization [2, 20],
often supported by CPU hardware [17] extensions, to at-
tain basic benefits like fault and performance isolation,
and to perform power friendly operations such as re-
source consolidation via VM migration [4]. The Virtu-
alPower software architecture developed in our research
allows IT level management policies to reduce the power
consumption of hardware resources while at the same
time, meeting the performance requirements of work-
loads.

In the VirtualPower system, IT management policies
distributed between local (PM-L) and global (PM-G)
components are driven by VM application modifications
to virtualized ACPI states, termed VirtualPower Manage-
ment (VPM) states. Actuations on these states are com-
municated via a VPM channel abstraction to IT polices.
The policies then use this information to exercise a rich
set of VPM mechanisms, such as setting physical oper-
ating points, scheduling resources to VMs within a plat-

form, and migrating applications across servers. Further
details regarding this architecture and its implementation
can be found in our previous work [15], and approaches
towards enhancing the flexibility and generality of the
system are discussed in [11].

In addition to the components outlined, we have fur-
ther extended management abstractions to aid in setting
and adhering to power budgets in a Quality of Service
(QoS) aware manner. By using sets of VPM Tokens [16],
IT policies can strictly allocate power when necessary
limits must be imposed due to power delivery or ther-
mal management considerations. As we will describe in
this paper, these budgeting capabilities can also help en-
able coordination between the VirtualPower IT manage-
ment framework, and cooling based management trade-
offs provided by the AILM approach.

2.2 AILM Based CRAC Management

To develop efficient cooling systems in datacenters, we
have developed a tool that can be used to determine the
load capacities maintainable within a particular CRAC
air velocity. The ‘ambient intelligence-based load man-
agement’ (AILM) approach is designed to manage a dat-
acenter from a cooling-centric perspective, by determin-
ing within a given air velocity, the heat load limits at each
server that must be observed to prevent thermal viola-
tions.

The guiding principle of the AILM algorithm is the
temperature field linearity concept when the flow condi-
tions remain the same inside the room, as the temperature
variations are not high enough to cause a density varia-
tion. Thermal radiation effects are also negligible. Thus,
a change in the volumetric heat generation of serveri

(for the given facility) present in the room contributes to-
wards the change in the inlet temperature of serverj (for
the given facility). As a result, a datacenter can be cal-
ibrated based on how much a unit change in volumetric
heat generation at serveri can alter the inlet temperature
of serverj. An overview of the algorithm based upon
this premise is provided in Figure 1.

Figure 1: AILM Approach.

In order to use the AILM tool, it must be calibrated
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to a datacenter configuration. As the figure shows, the
tool can use either experimental or simulated data. The
results in this paper are based upon a simulation-driven
AILM using the Fluent computational fluid dynamics
tool. For a given set of velocities of the CRAC unit, a
baseline is obtained based upon the minimum power dis-
sipation the servers can achieve. For this condition, the
maximum temperature at the inlet of each server is noted.
Next, for a server, the power dissipated is increased by a
unit amount and the system is left to reach steady state
without changing the CRAC velocity. The maximum
temperatures at the server inlets are noted again, and the
difference from the baseline case is recorded. This differ-
ence, when calculated for all of the servers, provides an
estimate of how sensitive serverj’s inlet T is with respect
to serveri’s heat load, for a given CRAC velocity. This
process is repeated sequentially for all of the servers. The
outcome is anxn matrix of values, for a CRAC veloc-
ity and for n servers. By using this method for each
reasonable CRAC velocity, the output is the maximum
power dissipation a datacenter’s cooling system can han-
dle. To calculate this and the respective power dissipa-
tion for each server, we optimize the server loads within
the constraints of the maximum and minimum loads of
servers and the maximum critical inlet server tempera-
ture (as specified by ASHRAE). Once the above calibra-
tion is performed, AILM effectively provides for each
velocity Vx a total possible maximum load capacity, as
well as a load vector that maps a power budget to each
server. As we will discuss next, this interface informa-
tion can be used by the IT management infrastructure to
manage the datacenter in a coordinated fashion.

2.3 The CoolIT Approach

Having described the VirtualPower and AILM driven
management components that are designed to improve
IT and facility CRAC efficiencies, respectively, we now
describe the CoolIT vision towards coordinating the two
systems. As Figure 2 shows, the IT management in-
frastructure strives to allocate and manage VMs in a
manner that minimizes the power consumption of server
resources. At the same time, we would like to use
the AILM thermal assessment capabilities to determine
whether implementing certain power limits on servers
would allow for the load capacity being used, but would
also provide for a reduced operating point for the CRAC.
This results in a cyclical coordination relationship, as il-
lustrated in Figure 2. In the remainder of this paper, we
utilize the ability to drive AILM with simulation-based
data to determine what types of tradeoffs and depen-
dencies the coordination feedback loop depicted above
should try to address.

Figure 2: CoolIT Coordinated Management.

3 Evaluation: Initial Results with AILM

Consider an 8 rack configuration with rows of four racks
each and one cold aisle as shown in Figure 3. The rack la-
bels identify the type of rack (e.g., composed of type ‘A’
or ‘B’ hardware), assuming a heterogeneous equipment
configuration. With a naming convention that assumes
that racks across the cold aisle are of the same type, the
setup depicted in Figure 3 would be an ‘ABAB’ configu-
ration.

Figure 3: Datacenter Configuration.

Starting with a homogeneous datacenter configura-
tion, we use AILM to determine the overall load ca-
pacity the datacenter can support for a given CRAC air
velocity. Figure 4(a) provides the results normalized
to the maximum possible load, comparing an ‘AILM’
case to a ‘No-AILM’ case. The ‘AILM’ case assumes
that load is allocated based upon thermal effects cap-
tured by AILM to allow for intelligent load management
within a given CRAC velocity. In the ‘No-AILM’ case,
load is distributed using a simple load balancing scheme
where each server is provided equal workload up until
the point that the thermal constraints are violated some-
where, thereby constituting a completely thermally un-
aware solution.

As apparent from the figure, with ‘AILM’ knowledge,
across all air velocities, the IT system can operate to
within 10% of full load. In the ‘No-AILM’ case, how-
ever, there are limits of up to 40% for lower air veloci-
ties. This difference can be attributed to the fact that the
AILM model is able to capture air recirculation effects
like those illustrated in Figure 4(b). In our model, these
effects can cause significant hotspots at a small set of
servers. By allowing an IT manager to be aware of these
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(a) Maximum Load Capacity

(b) Recirculation Effects Captured by AILM

Figure 4: Datacenter Capacity Benefits with AILM Re-
circulation Awareness.

bottlenecks, close to maximum load can be supported by
simply shutting these systems down. Therefore, in this
example, with AILM we can actually utilize a low oper-
ating point for the CRAC as long as we adhere to the set
of per server power budgets provided by AILM.

Given the importance of heterogeneity-awareness in
datacenter management [7, 14], we next consider two
types of servers whose performance and power charac-
teristics vary based upon actual measurements of our In-
tel P4- vs. Core-based hardware [15]. The P4 hardware
consumes more power, while the Core hardware is more
power efficient and can improve performance within a
smaller power profile. Figure 5 contains the resulting
power and performance capacities using AILM, where
the datacenter configuration is ‘ABAB’ (type A racks are
based upon the P4 hardware).

Figure 5: Power and Performance Capacity Analysis for
Heterogeneous Configurations.

The figure depicts two interesting trends. First, neither

power nor performance capacity increase asymptotically
with air velocity. This can be attributed to the recircula-
tion effects found in the homogeneous case. Further, at
higher air flow rates, changes in air flow patterns occur
that actually create hot spots that don’t exist at lower air
velocities. In other words, despite the expenditure of in-
creased power on cooling, at higher flow rates, there is
no or negative benefit to datacenter performance capac-
ity. This counterintuitive result underscores the need for
utilizing a thermal aware management component like
AILM with the IT management domain. A second inter-
esting outcome is the change in performance and power
capacity between 7 and 8 m/s. Here, the power capac-
ity (cost) increases, but performance actually decreases
slightly. This is because more power can be consumed,
but it is within the less efficient type ‘A’ racks and at the
expense of the type ‘B’ racks. Therefore, the aggregate
work that can be performed is slightly reduced. This ef-
fect shows that a purely thermally aware solution is not
appropriate, either. Instead, it should rely on IT manage-
ment support to understand workload performance and
use constraints from thermal characteristics to guide its
decision. This effect is magnified in our final results.

Figure 6: Datacenter Configuration Tradeoffs with Het-
erogeneous Configurations.

Figure 6 presents the power and performance capac-
ity at a particular air flow velocity (7 m/s), but with
two different datacenter configurations. Here, the maxi-
mum load capacity that can be supported is higher with
the ‘BBAA’ configuration, by 8%. Without IT work-
load awareness, a physical configuration based upon this
AILM result would dictate utilizing such a setup. How-
ever, as we observe from the associated performance ca-
pacity, the ‘AABB’ configuration can achieve a maxi-
mum performance that is 18% higher. These simulation-
based results again show that neither IT nor cooling gov-
ernor alone should dictate management decisions, but,
instead, coordination should be applied.

4 Related Work

There has been significant recent work focused on power
management of compute resources. Methods have been
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developed to utilize capabilities such as processor volt-
age/frequency scaling for reduced power profiles of pro-
cessors and platforms [8]. Storage resources have also
provided a strong opportunity to reduce power and ther-
mal usage in enterprise systems [21]. The importance
and benefits of being able to manage heterogeneous com-
pute resources in the IT space have been documented
from low level processor management to multi-platform
management [10, 14]. The CoolIT approach strives to
leverage these contributions, while coordinating them
with thermal based management decisions.

At the datacenter level, power consumption can be re-
duced by turning servers off and bringing them online
based on demand [3]. Other proposed datacenter man-
agement approaches have considered temperature-aware
workload placement [13]. Emulation tools that estimate
the thermal implications of power management can aid
in the offline design of management policies as well [6].
Compared to such tools, and the heuristic based ther-
mal prediction approach proposed by Moore et al. [12],
AILM uses a temperature linearity concept when the
flow field remains the same, and applies a simplex based
optimization framework. This allows it to be used for
online management that leverages the use of coordina-
tion, a beneficial control paradigm for computing sys-
tems [15, 11, 18], for improving efficiencies in modern
datacenters.

5 Conclusions and Future Work

The principal argument advanced in this paper is that
additional efficiencies in datacenter power consumption
can be attained by coordinating the operation of the
IT and the cooling management subsystems. Benefits
attained from such coordination can be substantial, as
demonstrated by simulation-based results presented in
this paper. For future work, our team of Mechanical
Engineering and Computer Science researchers is con-
structing a fully instrumented and manageable datacen-
ter facility in which coordinated IT and cooling man-
agement will be performed. At the same time, we have
already completed several initial steps toward that end.
First, we have developed IT management solutions based
on the Xen virtualization infrastructures that have been
shown effective for power management at a datacenter
level [16]. Further, we have recently enhanced these
infrastructures to be able to interface with other man-
agement subsystems, including those used for cooling
management. Second, the AILM tool used in this pa-
per is equally capable of operating with measurements
produced by thermal sensors, and it operates at real-time
speeds (in contrast to full-scale fluid flow modeling tools
like Fluent). From these facts, it is apparent that coor-
dinated operation across these management domains is

feasible. Potential benefits from such coordination are
shown by the simulation results presented in this paper.
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