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How do we serve these massive outputs
to our |50 million members!?
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System features

Fast, available and elastic

* Bulk load massive data-sets
e Minimum time in error

* Easy to use

* Open-source

Linkedln  Serving Large-scale Batch Computed Data with Voldemort



System features

* Fast, available and elastic

* Distributed key-value system
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System features

 Bulk load massive data-sets

* Minimum performance impact during bulk loads
* Offload index construction to processing system
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System features

e Minimum time in error

* Error in algorithm —> Bulk load bad data = Bad state till next push
* Quick rollback capability
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System features

* Easy to use

job.class=com.linkedin.jobs.BuildAndPushJob

build.input.path=/algorithm/output
push.store.name=people-you-may-know
push.cluster=tcp://testing-cluster-url:6666
build.replication.factor=1
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System features

* Easy to use

job.class=com.linkedin.jobs.BuildAndPushJob

build.input.path=/algorithm/output
push.store.name=people-you-may-know
push.cluster=tcp://production-cluster-url:6666
build.replication.factor=2
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System features

* Open-source

* Apache License v2.0
* Project Voldemort — http://project-voldemort.com
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Background —Voldemort architecture

A\ X,/ * Custom Voldemort storage engine
HHH D * Minimal impact on live system
.  Fast rollback
\ >

Peatlie s nne e * Fast lookups
* Easy rebalancing
Performance
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i * Background —Voldemort architecture
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Project Voldemort

* Amazon’s Dynamo clone
* Distributed key-value store
* Pluggable architecture

* Initially written for read-write storage engines
« MySQL, BDB
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Project Voldemort

Node 0 Node |
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@ @ * Multiple peers
* Multiple stores ( ~ tables)
* Different replication factor
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Project Voldemort

* Hash ring per store
* Ring split into partitions
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Existing approaches — Bulk load solution |

Processing system (Hadoop)
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Existing approaches — Bulk load solution 2

Processing system (Hadoop)
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Existing approaches — Bulk load solution 2

Processing system (Hadoop)
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Existing approaches — Bulk load solution 3

Processing system (Hadoop)
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Background —Voldemort architecture

A\ X,/ * Custom Voldemort storage engine
HHH D * Minimal impact on live system
.  Fast rollback
\ >

Peatlie s nne e * Fast lookups
* Easy rebalancing
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I * Background —Voldemort architecture
~\[X]/ " * Custom Voldemort storage engine
é‘iujf T

* Minimal impact on live system

Linkedln  Serving Large-scale Batch Computed Data with Voldemort



Bulk load extensions — Minimal impact on live system

HDFS Hadoop flow
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Bulk load extensions — Minimal impact on live system

HDFS Hadoop flow

Construct store
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Bulk load extensions — Minimal impact on live system

* “Construct Store” step
* Single MapReduce job
* Map
* Input - Output of algorithm
* Output — Emit replication factor number of times
* Partitioner
* Redirect to appropriate reducer
* Reducer
* Output to Voldemort node based folders
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Bulk load extensions — Minimal impact on live system

* What is output in the reducer phase!?
split into

e Store split into > Partitions
* One reducer = one chunk set
* Chunk set = Index + data file

> Chunk sets

reor | Ofiset L MEPET | Key | value
MD5 of mtcf)igata collided | 128 size Key | Value | e o e
key tuples
S eee
Sorted | J
by top k
8 bytes
" Tuple Other
collided
* \ / tuples
T —"
Index file Data file
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* Background —Voldemort architecture

i * Custom Voldemort storage engine
* Minimal impact on live system
el e * Fast rollback
e \ >
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Bulk load extensions — Full pipeline

* Construction Hadoop
* MapReduce job
HDFS
Trigger
Construction
/
Driver /
Scheduler
Voldemort
cluster
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Bulk load extensions — Full pipeline

Hadoop

HDFS

* Fetch
* Pull chunk sets in parallel
e Store into new version folder

Driver /
Scheduler Parallel
pull
Trigger
Fetch

\ Voldemort

cluster
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Bulk load extensions - Rollback

Voldemort node

4 N

— store-1\
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[ UJ Chunk sets | }

/version-(i)

[ Chunk sets ]

/version-(i+1)

latest = version-(i+1)

\

\ /store-1 /
Linkedln  Serving Large-scale Batch Computed Data with Voldemort




Bulk load extensions — Full pipeline

Hadoop

HDFS

* Fetch
* Pull chunk sets in parallel
e Store into new version folder

Driver /
Scheduler Parallel
pull
Trigger
Fetch

\ Voldemort

cluster
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Bulk load extensions — Full pipeline

Hadoop

HDFS

* Swap Driver /
o [) o
* Close latest version’s index files Scheduler

* Change latest version link <
* Memory map new version’s index files Trigger

Swap
\ Voldemort

cluster
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Bulk load extensions - Rollback

Voldemort node

4 N

— store-1\
~ A

[ UJ Chunk sets | }

/version-(i+1)

[ L Chunk sets ]

/version-(i+2)

latest = version-(i+2)

\

\ /store-1 /
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Bulk load extensions — Full pipeline

Hadoop
HDFS
Driver /
Scheduler
Trigger
* Rollback Rollback
* Close latest version’s index file \
* Change latest version link V‘Z'Iii:"esrt
* Memory map old version’s index file
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Bulk load extensions - Rollback

Voldemort node

4 N

— store-1\
~ A

[ Chunk sets ]

/version-(i+1)

[ UJ Chunk sets | }

/version-(i+2)

latest = version-(i+1)

\

\ /store-1 /
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* Background —Voldemort architecture

i * Custom Voldemort storage engine
* Minimal impact on live system
el e * Fast rollback
e \ >

fonebmse B eenl * Fast lookups
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Bulk load extensions — Lookup

Find partition and chunk set to read

Binary search in index file of chunk set
Jump to offset in data file
Go through all collided tuples

Index file
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Background —Voldemort architecture

A\ X,/ * Custom Voldemort storage engine
HHH D * Minimal impact on live system
.  Fast rollback
\ >

Peatlie s nne e * Fast lookups
* Easy rebalancing
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Bulk load extensions — Rebalancing

* Adding new nodes with no downtime
* Change ownership of partitions to new nodes
* Simple move of corresponding chunk sets + swap
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Background —Voldemort architecture

A\ X,/ * Custom Voldemort storage engine
HHH D * Minimal impact on live system
.  Fast rollback
\ >

Peatlie s nne e * Fast lookups
* Easy rebalancing
Performance
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Performance

* Single node latency
* Multi-node latency
* Production
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Performance — Single node latency
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Performance — Multi-node latency
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Performance — Production
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Related Work

* Shared nothing databases
* Yahoo’s PNUTS [Silberstein08]
* Bulk load into range partitioned tables
* Requires some compaction on serving system
* HBase [Konstantinoul |], Cassandra [Lebresnel 1]
* Offline tablet construction
* Expensive rollback
* Search systems
* Build index offline and pull
* MapReduce[Dean04] use-case
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Conclusion

* LinkediIn
* Serving ~120 stores in production for past 2 years
* Fetching ~ 4 TB of data every day
* 76 stores swapped every day
* Open-source
* http://project-voldemort.com
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