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Everyone cares about data. Thus, it is important to amelonging to inodes, directories, indirect blocks etc) are
curately assess the performance of the file and storage $g& out more efficiently on disk. In the simplest case,
tems that store our valuable data. As designers and evalmatadata blocks are written out sequentially on the disk.
tors of these systems, it is our responsibility to ensure tha Compressions uses a modified in-kernel implementa-
they are benchmarked under real-world conditions withtian of the Impressions framework [1] to produce data and
realistic choice of workloads. metadata such that applications remain blissfully ignbran

Unfortunately, file and storage systems are current) the fact that they are running on a compressed disk
difficult to benchmark. There are two important reasom®age. Since the layout of data and metadata blocks on
for this. First, recreating real-world conditions for therp disk is now synthetically compressed, the runtime as mea-
poses of benchmarking is hard. Second, constructing regired by an application running on Compressions is not
istic synthetic benchmarks that can be used as substituifekcative of its true performance. In order to deliver ac-
for real and complex workloads is also a hard problem.curate performance results for benchmarking, Compres-

These reasons point to a common prob'em _ in tﬁ@ns uses an in'kernel dISk m0de| to determine the t|me
world of benchmarking, ease of use and portability donftach individual request would have taken when running
nate over realism and accuracy. More realistic workloa@8 the original uncompressed image.

(and realistic configurations of these workloads) tend toDepending on the workload and the underlying file-
be larger and more complex to set up. File system tra@$tem image, the size of the compressed image can be
(e.g., from HP Labs [3]) are good examples of such wori@nywhere betweem to 10% of the original, which is a
loads, often being large and unwieldy. huge reduction_ in the required disk si_ze for benchmark-

Two trends further exacerbate the difficulty in file anff!d- Compressions also reduces the time taken to run the
storage benchmarking. First, storage capacities have sgfchmark by avoiding a significant fraction of disk 1/0
a tremendous increase in the past few years: terabﬁgg seeks as observed dunng_prehmmary results with the
sized disks are now easily available for desktop comp(eStMark benchmark [2]. In this talk we will focus on the
ers: enterprises are now frequently dealing with petabyl&y components of Compressions, namely the generation
scale storage. Second, popular user applications are Jhe compressed image and the use of in-kernel Impres-
ing increasingly longer to run on large disks. Example api©nS to synthetically gene_rate file data in real time.
plications include fsck and desktop search, both of which!nN Summary, Compressions allows one to benchmark
can take anywhere from several hours to a few days¥grkloads that were once prohibitive to setup and re-
run on a Terabyte-sized partition. Benchmarking such dired large disk partitions to run on. The required disk
plications on a large partition is a source of frustratior|2® Under Compressions can be orders of magnitude
for system evaluators, but running toy workloads on sm&fhaller than the original while also allowing the bench-
disks is no longer a reasonable choice. Thus, makinglirk to execute much faster. Finally, Compressions en-

practical to run realistic benchmarks on large disks is §H€S the accuracy of benchmarking results by using a
important challenge for the storage community. model of the disk to compute the runtime for the origi-

In this work we address this challenge by buildin al disk.
Compressions, a system that enables an evaluator to r eferences
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