
Collaborative Algorithm for Reducing False Acceptance Error Rate of Face
Recognition Based Admission Control System

Sagi Ben Moshe
Computer Science Department

Technion — Israel Institute of Technology, Israel
sagib@cs.technion.ac.il

Abstract

In this paper we discuss the problem of collaborative
monitoring of unauthorized persons, trying to deceive
a face recognition based admission control system. We
propose an efficient collaborative scheme, based on the
TPP algorithm proposed in [2], that relies on probabilis-
tic local information flooding. Combining their collec-
tive knowledge, the various units of the system can iden-
tify malicious attackers trying to deceive the system and
gain an unauthorized access. We analytically show that
the False Acceptance Rate of the system is significantly
reduced, using only O(lnn) messages sent by each unit
(n being the number of cameras). This process is also
shown to converge in O(lnn) time.

1 Introduction

Biometrics is the verification of an identity by the use of
physiological or behavioral traits. The most prominent
biometric technologies are fingerprint scanning, hand ge-
ometry, iris recognition, facial recognition, voice authen-
tication, and dynamic signature verification. All biomet-
ric technology enablement necessitates four steps: sam-
ple capture, feature extraction, template comparison, and
matching. This defines the biometrics process flow. One
of the main usages for biometric systems is authentica-
tion — the act of confirming that an individual is who
he or she claims to be. Accurate identification necessi-
tates high-performance authentication. By enabling se-
cure and convenient association of identity with autho-
rized actions and credentials, accurate authentication en-
ables confirmation of who an individual claims to be be-
fore access or transaction acceptance is granted.

Biometrics is used in a variety of industry segments,
such as automotive, aerospace and defense, financial ser-
vices, homeland security and law enforcement, medical
devices, airports, education and more. The main seg-
ments of biometrics are fingerprint recognition, voice

recognition, eye recognition, iris recognition, and facial
recognition — being the fastest growing market segment,
due to the advantages of new 3D technologies. Facial
recognition systems analyze images of human faces for
the purpose of identification. A facial recognition system
identifies a person by comparing a newly captured image
to a database of stored images. When the system is linked
to a video surveillance system, an algorithm program is
used to search for faces. Facial scan technology works
well with commercial off-the-shelf (COTS) PC video
capture cameras, and generally requires 320× 240 reso-
lution and at least three to five frames per second. Higher
frame per second rates directly translate into higher per-
formance. Facial recognition systems use programs that
take facial images and measure the unique characteristics
(geometry) of the face and create a template file. Using
these templates, the software then compares the image
with a stored image and produces a score that measures
how similar the images are to each other. Typical sources
of images in facial recognition include video camera sig-
nals and pre-existing photos, such as those in driver’s li-
cense databases. Once the images are extracted, a tem-
plate is created. The template is a compressed amalga-
mation of images and is usually less than 1/100th the
size of the original. The leading approaches in face
recognition today are Local Feature Analysis (LFA) [7],
Laplacian-Faces [5] and Eigen-Face [8].

Facial biometrics gets complex when lighting and an-
gles change. Hence, face recognition performance suf-
fers at longer distances. For example, conventional 3D
face recognition cannot be used at distances beyond 2
meters without help of specialized surveillance cameras.
People do not stop for cameras nor do they often look di-
rectly into the camera. Non-cooperative behavior creates
angle and lighting variability that decreases accuracy.
Two-dimension cameras have accuracy issues when a
subject is in motion and as light varies. 3D biometrics
can resolve this through multiple solutions, including in-
frared. However, 3D cameras are rather expensive, and



suffer from various problems typical for immature tech-
nologies.

As a result, most of currently available face recog-
nition systems are subject to a relatively high levels of
False Accept Rate and False Reject Rate which either
compromise the reliability of the systems, or makes their
use uncomfortable due to high level of False Rejection.
Note that most systems can be calibrated such that there
is a trade off between two error rates. Therefore, improv-
ing one of these features of the algorithm is expected to
improve the overall usefulness of the system.

In this paper we propose a novel approach to reduc-
ing the False Acceptance error rate, and therefore sig-
nificantly improving the usability of such systems. This
is done using a collaborative algorithm, aiming for re-
ducing the effect of malicious attacks on the system.
The proposed method relies on the fact that although at
certain times, certain cameras may mistakenly grant ac-
cess to an unauthorized person, collaboratively process-
ing these events may reduce the number of such cases
dramatically. In order to do so, we use a collaborative al-
gorithm for monitoring malicious applications in mobile
phones, first proposed in [2]. Originally, this algorithm
was designed to analytically guarantee that a dynamic
mobile network would become immune to a stream of
attacks by malicious applications. Adapted to the do-
main of collaborative face recognition, we show that this
algorithm can also provide the ability to reduce the com-
bined error rates of a system of face recognition cameras
for admission control.

This paper is a position paper, presenting the problem
and a proposed solution. Extensive simulation experi-
ments will be carried out in the future, and reported in
a full version of this paper. The rest of the paper is or-
ganized as follows : Section 2 presents the collaborative
face recognition problem, while Section 3 presents our
proposed solution. Theorem 1 shows an upper bound
on the convergence time as well as the overall network
overhead of the algorithm. Theorem 2 presents a lower
bound over the improvement factor that is guaranteed by
using the proposed algorithm, while Corollary 1 shows
that this factor is monotonically increasing with the size
of the network, n. Section 4 concludes the paper and
discusses future work.

2 Face Recognition — Threat Model

Given a face recognition system, comprising n cameras,
each having a False Accept Rate of λA and False Reject
Rate of λR we are interested in implementing a coordi-
nation layer, on top of the existing system, that would
guarantee a decreased error rates. We would also like
this layer to have as small overhead as possible.

We assume that each camera can respond with 3 pos-
sible results, each time it is asked to grant access to a per-
son : Accept, Reject, Unsure. When responding with Un-
sure, the system is assumed to treat this result as if it was
Accept. Nonetheless, although for the person seeking ac-
cess there are only two possible results (namely, Accept,
Reject), the system can store the entries for which it had
responded with an Unsure result.

Let α̂ denote a malicious person, disguised as an au-
thorized person α, and occasionally recognized by the
system as Unsure, with probability λM . We would like to
minimize this probability. Notice that as α̂ actively tries
to deceive the system, we can assume that its acceptance
probability is greater than the average False Acceptance
rate, namely : λM ≥ λA.

We assume that O(lnn) reports that the same person
was given access based on an Unsure result is enough
in order to safely classify this person as a malicious at-
tacker.

Let us assume that attacker α̂ encounters the system
on average once every D days. We assume that the face
recognition system is distributed (due to security consid-
erations) but that units can pass messages on a random
network overlay.

3 Collaborative Face Recognition Scheme

Definition 1. Let λ′
A denote the new False Acceptance

Rate of the system.

Definition 2. Let γ denote the improvement factor of the
system. Namely, the ratio :

γ , λA

λ′
A

In order to collaboratively monitor attack attempts on
the system, we shall utilize the TPP collaborative mon-
itoring algorithm, first presented in [2]. This algorithm
was first developed in order to implement a collabora-
tive monitoring scheme for mobile devices against mali-
cious applications. The algorithm assumes that an agent
is activated in any mobile device that chose to participate
in this service. This agent periodically monitors one or
more mobile applications, derives conclusions concern-
ing their maliciousness, and reports its conclusions to a
small number of other mobile devices. Each mobile de-
vice that receives a message (conclusion) propagates it
to one additional mobile device. Each message has a
predefined TTL. Upon receiving enough alerting mes-
sages (namely, more than a decision threshold ρ), a unit
can classify an application as malicious. In this work
we shall use the TPP algorithm for collaboratively mon-
itor attacks against a distributed face recognition system.
Every time a person seeking access would be recognized
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with an Unsure result, the system would still grant this
person access, but would react as though this was an
application being identified as malicious. Namely, the
unit would generate alerts messages and propagate them
throughout the network. When a receiving unit had re-
ceived more than ρ messages, it would stop granting ac-
cess to this person, when it is recognized as Unsure.

Every D days, some of the n units of the system is ap-
proached by α̂ and in probability λM is accepted, with
an Unsure result. In this case, the unit with which α̂ is
currently engaged would generate an alert message, ac-
cording to the TPP algorithm. This message would be
propagated throughout the network of face recognition
units, and would guarantee that after several encounters
of some of the system’s units with α̂, the vast majority of
the units would be aware that the acceptance of α̂ is fre-
quently done on the basis of its identification as Unsure.
In this case, after a certain number of alerts is received,
this person would be classified as malicious, and would
no longer be granted admission access.

In order to verify that the system meets the require-
ments of the TPP algorithm, we would select its pa-
rameters as follows. The TPP algorithm guarantees
that a large enough portion of the network is vaccinated
against a given malicious threat. This portion equals
(1 − pMAX) · n, where pMAX denotes the penetration
threshold of the system. Note that when the system is
initialized person α̂ have admission access in probability
of λM . Note also that relying on the properties of the
TPP algorithm, once the algorithm converges the new
acceptance probability of α̂ equals :

pMAX · λM ≥ λ′
A

Therefore, we can calculate the correlation between
the maximal penetration threshold pMAX and the sys-
tem’s improvement factor, as shown in the next Lemma.

Lemma 1. The improvement factor of the system can be
lower bounded as follows :

γ ≥ λA

pMAX · λM

We shall now artificially set :

pMAX =
1

ln2 n

Theorem 1. Using the TPP algorithm, an improvement
factor γ of the False Acceptance Rate would be guaran-
teed after at most O(lnn) time, and using an average of
O(lnn) messages sent by each unit.

Proof. Observing Definition 1 of [2], we can see that we
will meet the Sparse Connectivity requirements for all

seeding factor pN that satisfy :

pN <
T ·N

n · pMAX · (ρ+ (α+ 1) lnn)(1− E−)

Which in our case means1 :

pN <
lnn

n
·D

Setting the seeding factor pN as lnn
n · D we can now

proceed with the calculation of the value of TTL, as re-
quired by the TPP algorithm. Theorem 3 of [2] states that
the TTL that alerting messages should be given must sat-
isfy :

TTL = 4

√
D · lnn

n · pMAX · pN
= 4 lnn

Using Corollary 1 of [2], the rest is implied.

The improvement factor of the system can now be cal-
culated, as follows :

Theorem 2. Using the TPP algorithm, the False Accep-
tance Rate of the system would be reduced by a factor γ,
which can be lower bounded as :

γ ≥ λA

λM
· ln2 n

Proof. By assigning the value of pMAX into Lemma 1.

Corollary 1. The improvement factor guaranteed by us-
ing the proposed method monotonically increases with
the size of the network, n.

4 Conclusions and Future Work

In this work we have presented a algorithm for collab-
orative face recognition, aimed for reducing False Ac-
cept and False Reject Error rates of any system of face
recognition cameras. The algorithm relies on the TPP
collaborative application monitoring algorithm, that was
presented in [2]. Using the analytic properties of the TPP
algorithm, we have shown that the error rates of any sys-
tem comprising a multitude of face recognition cameras
can be improved.

The improvement factor relies on the ratio of λA and
λM , namely — what is the benefit of actually trying to
deceive the system, compared to its “usual” False Ac-
ceptance Rate, and is given in Theorem 2. Corollary 1
shows that as can be expected due to the fact that the
system is collaboratively using the collective experience

1Notice that this also guarantees connectivity of the network over-
lay, for all D ≥ 1 [4].
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of its units, the improvement factor grows monotonically
with the size of the network.

The idea of collaboratively performing a face recogni-
tion mission was proposed in the past in the context of
annotating photos for web and social networks applica-
tions [3, 6]. However, in this work we propose an auto-
matic approach, analytically guaranteed to provide fast
convergence, using low number of network overhead.

Another aspect of the proposed algorithm which is
worth mentioning is the fact that the distributed face
recognition units are assumed to be able to communi-
cate short messages between one another. This can be
implemented in several ways. Most trivially, adding our
algorithm as an integral part of the face recognition sys-
tem, this communication capability should be supported
by the devices themselves. A second option would be
the implementation of a complementary unit, to be added
to existing off-the-shelve face recognition products, con-
taining the proposed algorithm, as well as a communi-
cation device. A third option is to allow the devices to
connect to existing service networks (such as the one dis-
cussed in [1]), thus saving on the design and implemen-
tation costs of a dedicated network facilitators.

In order to validate these results, an extensive experi-
mental work is yet to be done, implementing this algo-
rithm first in a simulated environment, and later — on-
board real world systems. In addition, it would be inter-
esting to examine the potential use of this approach for
other biometric related problems, such as collaborative
fingerprint recognition or collaborative voice recognition
(not necessarily for security applications).
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