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Abstract

Complex Internet attacks may come from multiple
sources, and target multiple networks and technologies.
Nevertheless, Collaborative Intrusion Detection Systems
(CIDS) emerges as a promising solution by using infor-
mation from multiple sources to gain a better understand-
ing of objective and impact of complex Internet attacks.
CIDS also help to cope with classical problems of Intru-
sion Detection Systems (IDS) such as zero-day attacks,
high false alarm rates and architectural challenges, e. g.,
centralized designs exposing the Single-Point-of-Failure.
Improved complexity on the other hand gives raise to
new exploitation opportunities for adversaries.

The contribution of this paper is twofold. We first
investigate related research on CIDS to identify the
common building blocks and to understand vulnerabil-
ities of the Collaborative Intrusion Detection Framework
(CIDF). Second, we focus on the problem of anonymity
preservation in a decentralized intrusion detection related
message exchange scheme. We use techniques from de-
sign theory to provide multi-path peer-to-peer communi-
cation scheme where the adversary can not perform bet-
ter than guessing randomly the originator of an alert mes-
sage.

1 Introduction

Information and Communication Technology permeates
daily life in our modern society. We are increasingly
dependant on IT infrastructures and services which pro-
motes complex Internet attacks either because of com-
mercial [31] or political reasons [16]. Intrusion Detec-
tion and Preventions systems (IDS/IPS) provide mea-
sures against attacks, but the evolution to more complex
and pervasive networked IT also provides increasing op-
portunities for the adversary. In this regard, there has
also been evolution in the research on intrusion detection
towards collaborative IDS.

The first research in Intrusion Detection Systems
(IDS) took place in the 1980s focussing on statistical
anomaly detection and expert systems [4, 15] in a local
fashion. In the 90s, IDS were started to be realized in
a distributed manner. The first example was the DIDS,
the Distributed Intrusion Detection System based on the
centralized architecture that is still prevalent in many op-
erationally used IDS [42]. Distributed sensors, so called
LAN-managers, provide the data to a central analysis
component, the DIDS-director. In this fashion, the di-
rector aggregates the data and creates a centralized view
of the decentralized system. This architecture exhibits a
Single-Point-of-Failure to attackers. The NIDES (Next-
Generation IDES), a further development of IDES, uses
a similar architecture as DIDS while not considering data
reduction via aggregation [2]. In this regard, the central
component may become in addition a bottleneck for sen-
sor data processing in the overall system.

The next step in IDS development was the introduc-
tion of hierarchical, multi-layered approaches: EMER-
ALD (Event Monitoring Enabling Responses to Anoma-
lous Live Disturbances)[37]. In this manner, scalabil-
ity issues of prior works were targeted. GrIDS, (Graph-
based IDS) [14] went a step further: here, graphs based
on network activity were created.

Since 2000, there have appeared many works dis-
cussing and incorporating collaborative aspects in two
different ways: first, the advent of new distributed sys-
tem paradigms such as agents, Peer-to-Peer or to smaller
extent grid-based systems enabled the IDS to solve exist-
ing problems, e.g. Single-Point-of-Failure or scalability.
Next, new application domains for IDS evolved such as
internet-wide working IDS or IDS for mobile (ad-hoc)
networks. Recently, collaborative IDS have been dis-
cussed in the context of Future Internet activities [55].

The main advantages of collaboration for intrusion de-
tection and prevention are depicted in Figure 1. The ar-
chitectural benefits include the scalability of solutions as
well as robustness and availability, e.g. by means of the



absence of the Single-Point-of-Failure. CIDS are also
able to compensate lack of central components, e.g. in
the case of MANETs (Mobile ad hoc networks) there are
no centralized entities to rely on.

The second main advantage is teamwork: known from
organizational studies, the team represents nowadays the
atomic unit to solve complex problems. Tasks can be
shared, e.g. load balancing, and can be solved by direct-
ing them to the most capable member. This approach can
also compensate the shortcomings of individuals, e.g. an
agent capable of misuse detection collaborates with an
agent capable of anomaly detection. In addition, coor-
dinated decision, e.g. voting or a joint detection status,
as well as coordinated response for fast containment of
malicious activity is enabled.

Third, the “Bigger Picture” is realized by collaborat-
ing monitors. This allows the awareness for distributed
attacks. Also, a “Weather Report” can be derived, i.e. the
state of the network/Internet.

The research on Intrusion Detection Systems (IDS)
can be decomposed in two main areas, the detection as-
pect and the system respectively framework aspect. Ex-
isting works can be organized contributing exclusively
to one or both areas. In this research, we consider CIDF
(Collaborative Intrusion Detection Framework), the sys-
tem aspect of the Collaborative Intrusion Detection Sys-
tem (CIDS). Recently, there have shown up many works
on IDS discussing collaborative respectively cooperative
aspects. However, this property of an intrusion detec-
tion approach has to the best of our knowledge not prop-
erly been defined yet. However, this is a necessary pre-
requisite defining CIDF in an appropriate manner. The
application of collaborative techniques also enables new
opportunities for the adversary. These need further in-
vestigation in the scope of a CIDF. The challenges are
to be discussed intensively to understand the underlying
research problems that may be solved with existing ap-
proaches or require new solutions to confront the adver-
sary.

1.1 Contribution and Organization

The contribution of this paper is twofold. First, we in-
vestigate related research on CIDS to identify the com-
mon building blocks creating the Collaborative Intrusion
Detection Framework (CIDF) and to understand its vul-
nerabilities. We investigate key aspects for collaborative
intrusion detection framework (Communication Scheme,
Organizational Structure, Group Formation, Information
Sharing and Interoperability, System Security) and dis-
cuss relevant works in the field with respect to them.

Second, we focus on the problem of anonymity preser-
vation in a decentralized intrusion detection related mes-
sage exchange scheme where we try to hide the ID of

Figure 1: CIDS provide advantages in three main areas

the alert-originating IDS from compromised IDS. We
use techniques, namely Symmetric BIBD and General-
ized Quadrangles, from design theory to provide multi-
path peer-to-peer communication scheme where adver-
sary can not perform better than trying to randomly guess
the originating IDS. We perform overhead analysis for
the scheme using the metrics maximum hop count and
total message count to communicate an alert messages to
all IDS nodes in a collaborating group. We quantify the
trade-off between multi-path design scheme, hop-count
and number of the messages.

Organization of the paper is as follows: in Section 1.2,
we introduce the relevant terminology. In Section 2, the
Collaborative Intrusion Detection Framework model is
presented with the relevant works in the field. In Section
3, vulnerabilities of CIDF and adversarial opportunities
are discussed. In Section 4, we present our scheme for
anonymity preservation in a decentralized intrusion de-
tection related message exchange. We conclude in Sec-
tion 5. In the appendix, we provid background infor-
mation on the techniques we employed from the design
theory.

1.2 Terms and Definitions

Technical terms in a research field need to be clearly de-
fined; but, to the best of our knowledge, a clear definition
of Collaborative respectively Cooperative Intrusion De-
tection Systems does not yet exist and in most cases the
terms are even used synonymously.

Collaboration and cooperation have been investigated
in different research areas such as Community Research
[24], Business Logistics ([29]) or Organizational Stud-
ies [46]. Winer and Ray define work coupling activities
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as cooperative if the individuals retain their authority, re-
sources are not shared and the relationship is informal.
In contrast, collaboration forms a new entity having the
authority, characterized by commitment to common mis-
sion, comprehensive planning, well-established commu-
nication channels and a considerable investment of re-
sources. The reward of collaboration is to reach “so-
lutions that go beyond their [remark of the author: the
people’s] own limited vision of what is possible”.

Hence, we define Cooperative Intrusion Detection
System as a distributed system, where participants ex-
change intrusion detection related information for intru-
sion detection and prevention. In such a system, the indi-
vidual entities can work on their own, and the outcome of
cooperation is creating additional benefits, but not com-
pletely new opportunities.

In contrast, a Collaborative Intrusion Detection Sys-
tem is a dynamic, distributed system where participants
form new organizational structures such as teams and can
adapt to different roles to fulfill a common task not solv-
able by a participant on its own, i.e. the result must sub-
stantially differ from the individual functionality.

We define a CIDF, Collaborative Intrusion Detec-
tion Framework, as the set of mechanisms, to enable
Collaborative Intrusion Detection for a given detec-
tion/correlation algorithm. Throughout the paper, we use
the term agent for the participant of a CIDF, and a (de-
tection) group as a subset of agents administrated by a
CIDF following the same objective, e.g. “misuse detec-
tion” or “anomaly detection”. These agents can share
(detection) messages to collaborate for intrusion detec-
tion or prevention.

2 Framework for Collaboration

Research and development on CIDS requires clear un-
derstanding of the related works and building blocks of
a CIDS approach which we call “pillars”. In this regard,
we present the building blocks of CIDF in Section 2.1.
In Section 2.2 we define a CIDF system as a detection
group and give an example on CIDF based on a priori
work in Section 2.3.

2.1 Pillars of CIDF
Zhou et al. made a first attempt to categorize CIDS
according to the system topology, either decentralized,
hierarchical or centralized [54]. In contrast, we con-
sider the topic to be more complex and deem the fol-
lowing differentiation appropriate. According to the re-
quirements by Winer and Ray, we define key aspects for
the CIDF denoted in Figure 2: Communication Scheme
(well-established communication channels), Organiza-
tional Structure and Group Formation (comprehensive

planning and commitment to common mission) and In-
formation Sharing and Interoperability (resource invest-
ment and sharing). In addition, the System Security is an
important characteristic owed to the application domain.
We focus on the framework aspect, however for further
reading on the topic of distributed detection we refer to
the dedicated work of Xu and Ling on alert correlation
[49], or surveys dedicated to detection mechanisms such
as anomaly detection [13] or the application of computa-
tional intelligence to intrusion detection [47].

2.1.1 Communication Scheme (A)

Since components of a CIDS are distributed across a
network, they need to communicate with each other.
In this regard, the fundamental requirement for “well-
established communication channels” is dealt with in
various ways: DOMINO system uses an unspecified
Peer-to-Peer overlay architecture of IDS “axis” agents
to exchange black lists of IP addresses [51]. Each axis
agent is the root agent of a hierarchical IDS. The INDRA
system, uses the structured Peer-to-Peer protocol Pastry
to exchange intrusion information [25]. In this regard,
the application-level multi-cast mechanism SCRIBE is
used [12]. LarSID also uses a Publish/Suscribe mech-
anism for evidence exchange, in particular suspicious
source IP addresses [53]. In previous works, we em-
ployed a custom Peer-to-Peer protocol to realize a coop-
erative AIS (Artificial Immune System) approach [34].

Gorodetsky et al. discuss the combination of the Peer-
to-Peer and the agent paradigm. This is realized via
a three layer architecture comprised of a Peer-to-Peer
provider, a Peer-to-Peer agent platform and agent ser-
vices on top, e.g. negotiation or service matcher [23].
Gopalakrishna and Spafford present an agent-based ap-
proach, where agents propagate and escalate intrusion re-
lated information to other interested agents [22] in a Pub-
lish/Suscribe fashion. A subset of agent-based IDS are
using mobile agents capable of migration, e.g. Xiao et al.
[48], where mobile agents realize a collaborative voting
mechanism for coordinated reaction. Agent-based IDS
are found frequently in the literature targeting MANETs
such as surveyed by Anantvalee et al. [44].

There also exist specialized middlewares, e.g. xml-
Blaster1 or specialized algorithms for communication
purposes. Garcia-Alfaro et al. propose application of
RSS- and xmlBlaster for distributed exchange of alerts
[21]. Gamer et al. [18] discuss the application of
expanding ring search or path-coupled mechanisms for
neighborhood discovery. Publish/Suscribe is the most
prevalent mechanism, either be realized by Peer-to-Peer ,
agents or (other) specialized middleware. Its application
is further discussed in the section on group formation.

1http://www.xmlblaster.org
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Figure 2: Pillars of CIDF: boxes connected to CIDF represent the building blocks of Collaborative Intrusion Detection
Framework. The semantics of the connectors are as following: a triangle represents exclusive (sub)-classification,
whereas the rhombus denotes non-exclusive aspects, constituting the high-level concepts.

2.1.2 Group Formation (B)

The creation of a team plays an essential role in the pro-
cess of collaboration. To pursue a joint objective, poten-
tial collaborators need to define and agree on a “common
mission”. The grouping enables the exchange of rele-
vant objective data between only the interested parties.
This reduces communication overhead, but also allows
to focus on particular objectives by creating specialized
teams. To this end, the specification of a grouping strat-
egy garners the benefit from both special abilities and
particular knowledge of the group members. Katti et al.
demonstrated the value of groups in CIDS by evaluat-
ing real data from multiple sources such as DSHIELD,
as well as logs from universities and network providers
[28]. The creation of small correlation groups, i.e. four
to six IDS, enable similar results as collaborating with
1700 agents. In the literature, group formation is either
addressed explicitly or implicitly in a used scheme.

Grouping concepts may be inherent to a used com-
munication protocol, e.g. multicast, Publish/Suscribe,
Peer-to-Peer etc. Basicevic et al. discuss the application
of Publish/Suscribe for signature base updates and alert
notification [6]. The characteristics of the participating
IDS agents are taken into account, as signature bases on
agents are only updated if an installed application is sub-
ject to a corresponding vulnerability. Another example
for implicit grouping is carried out by Zhou et al. [53];
in this work, the number of subscriptions for a suspicious

activity is used for detection, i.e. groups are created for
a particular activity.

Explicitly, Janakiraman et al. discuss agents follow-
ing a common interest, e.g. “failed log-in attempts” [25].
Vlachos et al. use JXTA 2 for peer groups exchanging
incident information. Luther et al. discuss the creation
of homogeneous groups for cooperative anomaly detec-
tion to reduce the false-positive rate[34]. The CIMD ap-
proach (c.f. Section 2.3) provides sematic group forma-
tion taking IDS characteristics, objectives and associated
interests into account.

2.1.3 Organizational Structure (C)

The aforementioned “Comprehensive Planning” as well
as the operation of collaborative IDS require an organiza-
tional structure, either hierarchical or heterarchical. In a
heterarchical system, all participating agents do have the
same competence, but it remains possible that agents are
given special authority for a limited time frame to fulfill
finite tasks [25, 53, 34, 21, 23].

In contrast, hierarchical systems rely continuously on
agents with more competencies; typically there exist one
topmost agent, and for the agents of each layer of hier-
archy, there exist at least one agent superior in author-
ity. Special forms are centralized systems, with only one
root and a two level hierarchy, or polyhierarchical sys-

2https://jxta.dev.java.net/
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tems, where a agent, except the topmost, is subordinate
to more than one parent agent [19, 51, 6, 10, 1].

2.1.4 Information Sharing (D)

Information sharing can take place on different levels.
On the most basic level, raw sensor data can be shared.
On a second level, components for detection and anal-
ysis provide processed data to be exchanged such as a
statistical analysis or detection status. Finally, knowl-
edge, e.g. signatures, IP addresses of suspicious sources
or even ontological domain models are exchanged. There
are two types of publishing architectures discussed in the
literature: the data contributor/ data repository model or
a completely decentralized CIDS; this is similar to the
discussion in Section 2.1.3 of organization. We consider
three important aspects of Information Sharing: Privacy,
Anonymity and Interoperability.

Georgios et al. discuss privacy-preservation by means
of a rule-based access control scheme, using an ontolog-
ical model to decide on the fly whether access to data is
granted or not [33]. Xu et al. present a technique for
consistent, prefix-preserving IP address anonymization
and also discuss attacks on such schemes in general [50].
Koukis et al. present a tool for the flexible anonymiza-
tion of packet traces [30]. Lincoln et al. discuss privacy-
preserving techniques for exchange and correlation of se-
curity alerts[32]. For the sake of anonymity, Lincoln et
al. also discuss a randomized alert routing following the
work of Reiter et al. for anonymity in web transactions
[32, 38]. Here, source anonymity is preserved to some
degree, but this approach differs from the CIDF scenario,
where all agents in a detection group are supposed to re-
ceive the detection messages.

The interaction of collaborators from distinct IDS
poses various requirements. Dependent on the level of
collaboration, these include a common language, proto-
col or even a complete frameworks. There exist a variety
of exchange formats, prominent examples include ID-
MEF and IODEF. The main intention of IDMEF Intru-
sion Detection Message Exchange Format (RFC 4765)
is to provide a communication standard enabling differ-
ent intrusion detection analyzers from different origin
(commercial, open source and research systems) to re-
port to a managing entity in one administrative domain.
The IDMEF is mentioned in several works as either be
used or considered for future works [51, 20, 52]. In con-
trast, the objective of IODEF, Incident Object Descrip-
tion Exchange Format (RFC 5070), also an XML-based
format, is the exchange of incident reports between dif-
ferent CSERT (Computer Security Emergency Response
Teams) in different administrative domains. In contrast to
IDMEF, IOEDF provides extension strategies to prevent
changes of the XML schema for the sake of interoper-

ability.

2.1.5 System Security (E)

Owed to the application domain, security of the CIDS it-
self plays an important role. For CIDF we consider Trust
Management, Access Control and Availability as relevant
topics. The other to classic properties of information se-
curity, confidentiality and integrity manifest in different
aspects such as encryption protocols in the underlying
communication scheme or access control mechanisms.

The dynamics of a system, e.g. benign agents becom-
ing malicious during runtime, can be dealt with collabo-
rative trust management in contrast to a-priori fixed trust
assignments with a PKI. The collaborative trust man-
agement has emerged as an important research topic on
its own and is studied for various application domains.
We refer to Artz and Gil [5] and the Trust Management
works in [39] for further details. Exemplarily, a dynamic
component based on feedback, as presented by Kamvar
et al. [26], can be used to reflect the dynamics of a sys-
tem.

In the CIDS literature, most schemes try to counter the
adversary by rigorous access control mechanisms. The
prototypical Indra version uses central key servers, but in
the opinion of the author, the Web of Trust- approach is
better suited for a decentralized peer-to-peer system [25].
The DOMINO system uses public-key cryptography for
the authentication of the exchanged messages. Zhou et
al. propose to use PKI as well [53], so that participants
of LarSID (Large Scale Intrusion Detection) framework
report about intrusion intelligence authenticated. A mu-
tual authentication scheme is used and data is transmitted
via SSL to assure integrity. Ganame et al. in the DSOC
approach use certificates to protect communications be-
tween DSOC components, but do not discus the issuing
entity [19]. There are schemes discussing access control
to be realized by means of an underlying agent frame-
work or the integration of group key management proto-
cols such as presented in [10]. Basicevic et al. propose to
integrate their proposed Publish/Suscribe mechanism di-
rectly into the IDXP protocol that itself used BEEP (c.f.
Section 2.1.2) profiles to benefit from the inherent secu-
rity functionality [6].

The availability of the system is highly affected by at-
tacks, such as DDoS, or exploitation of protocol flaws.
In overlay networks, the selective disabling of agents
or compromise of routing schemes are important prob-
lems. Fiat and Saia present a censor-resistant peer-to-
peer network that sustains the breakdown of up to 50%
of the participating nodes [17]. Kapadia et al. discuss
reliable resource look-up in structured Peer-to-Peer net-
works by means of redundant searches. The authors pro-
vide a scheme reducing substantially the failure rate in
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the look-up process [27]. We further elaborate on the
system security in Section 3.

2.2 CIDF System Definition

We consider a Collaborative Intrusion Detection Frame-
work as an environment, where each participating agent
a ∈ A is given the opportunity to follow one or more ob-
jectives Oi ∈ P(O), where O is the set of objectives,
for intrusion detection, e.g. “IP Blacklist Exchange”,
“Anomaly Detection” or “Signature Exchange”. Hence,
a group with a given maximum membership size k, a
common objective o and additional restrictions R is de-
fined as a 4-tuple G(k, o,R) = (AG, o, EG, R), with
AG ∈ Pk(A) and EG a set of overlay links between
the group members. The additional constraint set respec-
tively properties of groups is used, e.g. by the CIMD ap-
proach in the following. The consequence of a maximum
group size and further constraints are that for one objec-
tive there may exist more than one group. Exchanged
messages are either asynchronous, i.e. event-based mes-
sages, e.g. “Attack Detected from x” or synchronous, i.e.
periodic messages, e.g. “Detection Status y”.

2.3 CIMD: A Realization of CIDF

In prior work, we introduced the CIMD (Collaborative
Intrusion & Malware Detection) approach [8, 9], a real-
ization of CIDF. CIMD offers a scheme for the formation
of detection groups based on an overlay network, includ-
ing a collaboration model and a decentralized group for-
mation algorithm.

Every agent in an overlay network should be able to
express its interest regarding collaboration partners. In
the CIMD architecture, those interests are expressed us-
ing a collaboration ontology for the specification of po-
tential collaboration partners in the look-up phase, but
also for the description of the agents themselves. This
model reflects security relevant characteristics such as
the operating system and supported applications, the net-
work and hardware configuration as well as detection ca-
pabilities.

The algorithm for the group formation assumes to
have an overlay network providing search capabilities.
The algorithm performs the grouping of devices con-
nected to an overlay structure such as discussed in Sec-
tion 2.1.1. The CIMD approach enables the semantic
group formation for agents to exchange intrusion detec-
tion related information according to a common objec-
tive in combination with the definition of associated in-
terests.

In detail, CIMD adds an additional concept to the
model for CIDF introduced in Section 2.2. Each agent

a ∈ A provides a property model pa, and can asso-
ciate to each followed objective o ∈ O a set of interests
cao1..c

a
om, i.e. an agent can have more than one inter-

est associated with one objective. The device property
model and the interests are instances of the aforemen-
tioned collaboration ontology. This enables the matching
of the property source against interests to select appropri-
ate groups. This results in G(k, o,R) = (AG, o, EG, R)
with R = {{pi, cjok}} for i, j ∈ {1..n}, |AG| = n and
cjok ∈ {cjo1..cjom}.

As an illustrative example, we outline a case study pre-
sented in [9]: Three different IDS manufacturers are sell-
ing NIDS appliances. These systems are capable of de-
tecting a known malware by stored signatures provided
centrally by their corresponding manufacturers. Accord-
ingly, exclusively detecting known threats leaves the cus-
tomer vulnerable to zero-day attacks and other unknown
threats. As a result, the vulnerability window needs to be
minimized. The companies provide updates about new
attacks independent from each other.

In a non-collaborative scenario, the NIDS are working
on their own, whereas in the collaborative scenario the
heterogeneous detection groups are built with the pur-
pose to mediate upcoming signatures between the appli-
ances to benefit from the updates of other manufactur-
ers. Hence, groups can be created following the common
objective of “signature exchange”. However, the prop-
erty base contains information about the manufacturer,
device ID and type, and the associated interests to join
groups with a different manufacturer enables the creation
of a heterogeneous detection group. In an additional sce-
nario, we discussed the incorporation of dedicated signa-
ture generators into a group.

3 Challenges and Adversarial Opportuni-
ties in CIDF

At this point, we would like to highlight three adversarial
opportunities in the scope of CIDF based on the literature
we examined so far.

First, the adversary may gather critical information
about the IDS agents in a CIDF using active or passive
attack techniques, e.g. by means of the probe-response
attack. Probe-response attacks are based on crafted pack-
ets containing a unique mark, e.g. seldom used port num-
ber, and are supposed to be detected [32]. The defend-
ers report reveals different opportunities for exploitation:
first, it indicates that an IP address is monitored. In ad-
dition, further analysis can reveal the detection capabil-
ities and consequently type of detection system used or
running services. In the same context, Shinoda et al. dis-
cuss vulnerabilities of threat monitors [40] and exploita-
tion of the feedback of detecting attacks visible in public
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data repositories. They also present exploitation algo-
rithm to determine sensor locations and discuss further
analysis such as fingerprinting devices types or inferring
network topologies. Similarly, Bethencourt et al. pro-
pose an algorithm for probe-response attack to determine
monitored IP address regions locations [7].

The exploited knowledge is of high value when de-
vising further attack strategies, e.g avoiding well pro-
tected networks, finding vulnerable unprotected systems
etc. Porras and Shmatikov discussed research chal-
lenges of large-scale collection and sanitization from
data provider and data repository point of view. In this
work, the authors emphasize the importance of anony-
mous data delivery, because it makes fingerprinting and
probe-response attacks more difficult [36]. In this regard,
anonymity and privacy-preserving data exchange help to
hide such information: (i) if adversary manages to by-
pass the access control mechanisms in CIDF, or (ii) if
the data is publicly available, e.g. a public threat repos-
itory such as DSHIELD3 or CAIDA network telescope
research 4.

Next, the adversary may want to compromise the de-
tection scheme if she can collect aforementioned critical
information about the CIDF. The benefits for the adver-
sary are that she can hide her own activities or even use
a detection scheme itself as an attack tool. As an exam-
ple, we refer to the illustrative example of Section 2.3.
If a malicious signature generator injects “HTTP/1.1 200
OK” for misuse detection, this would block every web
server response resulting in a Denial-of-Service (DoS).
Hence, an adversary may be capable of compromising a
detection scheme with the help of fake messages. Fi-
nally, the adversary may want to disable the overall
CIDF, preventing it from realizing the entire collabora-
tive intrusion detection approach. This can be achieved
by the means of a Distributed Denial-of-Service attack
(DDoS) on the underlying overlay network.

Other attacks on overlay networks, supporting the ad-
versarys objectives include the Eclipse and the Sybil at-
tack. In the Eclipse attack, a small sub set of compro-
mised nodes is capable of modifying the routes in the
overlay network, so that the benign nodes are eclipsed.
In this regard, the overlay links may be manipulated and
the adversary may become a direct contact for all intru-
sion detection related message exchange. With the help
of the Sybil attack, the adversary introduces multiple
pseudonym identities of herself into the system. In the
scope of a CIDF, such an attack may be used to compro-
mise the detection approaches by sending false detection
messages from not just one, but multiple virtual nodes.
We do not consider these attacks in this work, but we re-
fer to (i) Peng et al. surveying detection of and counter-

3www.dshield.org
4http://www.caida.org/research/security/telescope/

measures against DDoS attacks and Urdaneta et al. sur-
veying countermeasures to attacks on DHT-based Peer-
to-Peer systems such as Eclipse or Sybil attack [35, 45].

4 Design of Resilient CIMD

4.1 Problem Specification
We consider a collaborative detection group, that has
been created by a CIDF such as CIMD. The resulting
collaborating group G(k, o, ∅) = (AG, o, EG, ∅) has
|AG| = N IDS nodes (a.k.a. agents) with a common
objective o and |EG| = m peer-to-peer overlay links
connecting them. Each IDS can be linked with a sub-
set of IDS (due to source anonymity discussed below).
IDS nodes want to exchange intrusion detection related
messages by the means of the overlay links, either (i)
event-based or (ii) interval-based.

There may exist one or more adversaries in the group,
capable of listening to all the exchanged messages.
These adversarial agents can store and analyze every
message in a group with the corresponding sender and
collaborate among each other. In this regard, the adver-
sary can create profiles of IDS, i.e. determining the capa-
bilities or locations in terms of the subnets that they are
responsible for. The adversaries have access to this infor-
mation either because it is a public group or an agent be-
comes compromised through a trojan or similar attacks.

The general problem can be defined as preserving the
source anonymity by hiding the source information for
the initiator of a message in a group, while still making
sure that all other group members are informed about the
message timely. In this work, we focus on the special
problem of probe-response attacks (c.f. Section 3).

4.2 Adversarial Models
We assume that the adversary can compromise IDS
nodes in a group of collaborating peers. In this regard,
we consider adversarial agents capable of eavesdropping
a subset of compromised agents AGc ⊂ AG, participat-
ing in the detection group. However, the adversaries can
not inject messages by themselves into the group.

The adversarial objective is to locate the initiator of the
alarm messages related to the probe-response attack. In
this regard, a simple heuristic is followed: the adversary
assumes, that the first node she receives an alert from,
related to the probe-response attack, is the initiator of the
detection alert.

This heuristic can work, (i) if one of the adversaries is
located within one-hop-neighborhood of the initiator and
(ii) if the initiator selects the adversary to be contacted at
first rather than picking another node from its neighbor-
hood.
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4.3 Combinatorial Design of Resilient
CIMD

In this work we are interested in preserving the source
anonymity by hiding the source information for the ini-
tiator of a message in a group. We use techniques,
namely symmetric BIBD and generalized quadrangle,
from design theory to decide which IDS nodes is to be
linked which other IDS nodes so that an adversary can
get limited information regarding the source of an alert
message. Thus, we target the stage after selection of
group G(k, o, ∅) = (AG, o, ∅, ∅) as introduced in Sec-
tion 2.3. We define a peer-to-peer link design scheme
(EG = {e1, ..em}), randomized and delayed alert initia-
tion scheme, and alert propagation scheme for preserving
the source anonymity.

Input : N Total number of IDS agents
IDS i ID of the IDS agent
Algorithm SBIBD, GQ

Output: Initial Block Assignment Bi for all IDS i

participating in the group

begin
if (Algorithm == SBIBD) then

Generate (v, k, λ)-Design where
v = N = q2 + q + 1 and k = q + 1
IDS i selects the block Bi (|Bi| = k)

else if (Algorithm = GQ) then
Generate GQ(q, q)-Design where
N = q3 + q2 + q + 1 and k = q + 1
IDSi selects the block Bi (|Bi| = k)

end
Algorithm 1: Initial Block assignment reflecting the
overlay link destinations for each IDS.

Shmatikov et al. [41] presented an approach for alert
propagation by using a DHT-based Peer-to-Peer mecha-
nism together with a probabilistic propagation scheme.
The DHT has the advantage of logarithmic and deter-
ministic look-up operation. We also discussed the appli-
cation of DHT as being valuable for the group formation
process in [9]. Probabilistic propagation in [41] assumes
that adversaries can not compromise group members but
can eavesdrop a link. The presented scheme provides
two distinct paths between alert initiator and each other
IDS nodes. Each sent message is encoded with a key so
that the adversary can not obtain the message unless she
is monitoring both paths.

For alert propagation, we assume that the adversary
can compromise number of IDS nodes using techniques
such as trojan attacks. We provide an overlay structure
between the group members which (i) provides multi-

ple paths between any pair of IDS nodes, (ii) has a good
connectivity, (iii) helps preserving anonymity to a certain
degree. We are using Combinatorial Design techniques
in determining the overlay links between the members
of the group, EG. The Combinatorial Design enables
the construction of sets whose intersections have benefi-
cial properties. Camtepe and Yener [11] applied these
techniques successfully to key distribution schemes in
wireless sensor networks. We apply similar techniques,
Symmetric Balance Incomplete Block Design (SBIBD)
and Generalized Quadrangles (GQ) as detailed in the
Appendix, to generate sets (a.k.a. blocks) of IDS node
identities. Each IDS receives one such set which simply
tells which other IDS nodes to be contacted when there is
an alert to be initiated or propagated. We consider three
stages as described below.
Group Organization: In the first phase, the overlay
links between the members of the group need to be de-
fined and established. Therefore, Algorithm 1 is applied
for each individual peer. Here, each IDSi decides on a
list of node ID Bi for |Bi| = k by using either SBIBD
or GQ approach. The approach to be used is determined
in the group formation phase. The outcome of the algo-
rithm for all IDSi is the initial Block assignment for all
IDSi participating in the group. Both SBIBD and GQ
design assign v objects, i.e. agents in the overlay, into b
blocks, i.e. contact lists, (v = b = q2 + q + 1 in SBIBD
and v = b = q3 + q2 + q + 1 in GQ(q, q)) so that every
pair of blocks has exactly one common object in SBIBD,
and at most one common object in the GQ design. The
mapping of the node IDs in the blocks to IP addresses
can be realized in a public fashion, e.g. store them in a
DHT with a common group key or requesting them from
the group members in the group formation.

Input: B Assigned Block
e Attack Event
t Time Span to wait
IDList List of Alert IDs

targetList = B
ide = GeneratePseudoID(e)
Add (ide, IDList)
foreach i = 1 to |B| do

target = Random(ReceiverList)
Remove (target , targetList)
SendMessage(ide, me, target)
Sleep(t)

end
Algorithm 2: Initial propagation of alerts

Alert Generation: In case of an alert, Algorithm 2 is
used. At first, a pseudo ID is generated for an alert
message, e.g. by a hash function taking message and
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time stamp as parameters. This ID is necessary for the
termination of the message propagation and stored in
the variable IDList. In addition, a temporary variable
targetList is initialized containing all the block entries.
Then, an agent from targetList is chosen randomly, and
the alert as well as the ID sent to it. To ensure the agent
is not contacted again, it is removed from the temporary
list and after a specific time span, the next agent from the
list is contacted. The length of time span can be decided
using maximum round trip time in the network.
Alert Propagation: Similarly, messages are forwarded
upon receipt. This is shown in Algorithm 3. For the
sake of terminating the message propagation, it is first
checked whether this message has already been send
based on the stored ids. If not, the message is propagated
in the same manner as in Algorithm 2.

Input: B Assigned Block
e Attack Event
t Time Span to wait
IDList List of Alert IDs
m Received Message

m = Receive(message)
if GetID(m) ̸∈ IDList then

Add (ide, IDList)
targetList = B
foreach i = 1 to |B| do

target = Random(ReceiverList)
Remove (target , targetList)
SendMessage(ide,me, target)
Sleep(t)

end
end

Algorithm 3: Further propagation of alerts on mes-
sage receipt

4.4 Evaluation
We consider three different criteria: (i) anonymity, (ii)
reliability of message exchange and (iii) communication
overhead. In both approaches, SBIBD and GQ, the ID
list has exactly q+1 entries, where in SBIBD the overall
number of nodes is N = q2 + q + 1 and in GQ N =
q3+ q2+ q+1. In this regard, the ratio between number
of nodes in the ID list and the overall number of nodes
is q+1

q2+q+1 ≈ 1√
N

for SBIBD and q+1
q3+q2+q+1 ≈ 1

3√
N

for
GQ.
Anonymity: Reiter et al. introduced in their work
anonymity concepts of “beyond suspicion” and “prob-
able innocence” [38]. Beyond suspicion denotes that a
sender “is no more likely to be the originator of that mes-
sage than any other potential sender in the system”. In

contrast, probable innocence is a weaker concept, that
considered from the attackers perspective “the sender ap-
pears no more likely to be the originator than to not be
the originator”.

Theorem 1 Resilient CIMD scheme described in Sec-
tion 4 provides anonymity “beyond suspicion”.

We look at the probability that: (i) at least one of the
compromised IDS is in the first hop neighborhood of
the source (alert initiating) IDS (a.k.a. in the ID list of
the source IDS) and (ii) one of the compromised IDS
is picked as the first node to receive the alert message.
Only under these conditions, the adversary can correctly
estimate the source IDS. In all other cases, due to ran-
dom and delayed alert propagation, the adversary fails to
correctly estimate source. Thus, we will show that the
above mentioned probability is equivalent to the proba-
bility that an IDS can be the source ( 1

N ). That means, an
adversary can not perform better than guessing an IDS
to be the source, or a sender “is no more likely to be the
originator of that message than any other potential sender
in the system”.

Single Adversary: Each node is listed in q + 1 ID lists
and hence the probability for an source IDS to have a
block with a particular node is q+1

N . In addition, there ex-
ist q+1 opportunities a node can be selected as an initial
message receiver. Thus, probability that a compromised
IDS is in the first hop neighborhood of the source IDS,
and it is picked as the first node is (q+1)

N
1

(q+1) =
1
N .

Two Adversaries: Compromised nodes can be in dis-
tinct ID lists or in the same ID list. Due to the character-
istics of SBIBD, each compromised node appears in q+1
ID lists: there exists exactly one ID list containing both
adversaries, and each compromised node appears in q ID
lists alone. Thus, probability that a compromised IDS is
in the first hop neighborhood of the source IDS, and it
is picked as the first node is (2q)

N
1

(q+1) + 1
N

2
(q+1) = 2

N .
This probability is equivalent to the sum of independent
guesses of two adversaries.

Consider the following example of SBIBD: Let N =
{1, 2, 3, 4, 5, 6, 7}, There also exist 7 ID lists of size
q + 1 = 3: {1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {2, 4, 6},
{2, 5, 7}, {3, 4, 7}, {3, 5, 6}. Let 1 and 4 be the adver-
saries, there exists one ID list containing both entries,
{1, 4, 5} and for each adversary, there exist two more
lists each adversary appears alone:{1, 2, 3} {1, 6, 7} and
{2, 4, 6} {3, 4, 7}.

m Adversaries: In the general case, when there exist
m adversaries, we have m(q−m+2)

N disjoint contact lists.
There exist at most

(
m
2

)
different contact lists with two

entries. Hence, the generalized formula for the probabil-
ity to contact an adversary in the first hop is:
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(q −m+ 2)

N(q + 1)
+
(m
2

) 2

N(q + 1)
. (1)

m(q −m+ 2) + (m(m− 1)/2 ∗ 2)
N(q + 1)

=
m

N
. (2)

Hence, the probability that a compromised IDS is in
the first hop neighborhood of the source IDS, and it is
picked as the first node is m

N . This probability is equiva-
lent to the sum of independent guesses of m adversaries.
Similar discussions follows for GQ-design.
Message Exchange: Every node in our scheme has
overlay links to q + 1 other nodes, where in SBIBD
N = q2 + q + 1 and in GQ N = q3 + q2 + q + 1. We
consider the worst case where each IDS node has its own
ID in its ID list. Thus, source IDS can send alert mes-
sage to q other IDS. Each of these IDS can propagate the
alert messages at most q others. Thus, maximum number
hops required for an alert message to reach all IDS nodes
will be:

⌈logq N⌉. (3)

⌈logq q2 + q + 1⌉ = 3 for SBIBD. (4)

⌈logq q3 + q2 + q + 1⌉ = 4 for GQ. (5)

Communication and Computational Costs: Each
IDSi generates the blocks in SBIBD or GQ. SBIBD can
be constructed in O(N3/2) and GQ designs can be con-
structed in O(N2) (c.f. Section 5). In both SBIBD and
GQ scheme, size of ID list is (q + 1). Thus, (q + 1)
messages are sent in the overlay, resulting maximum of
(N − 1) ∗ (q+1) messages (O(q3) messages for SBIBD
and O(q4) messages for GQ). The termination condition
prevent the agents from relaying the same alert more than
once to the same receiver. In comparison, in a simple not
anonymous broadcast, N − 1 messages would have to
be sent by the initial propagator. The approach discussed
by Shmatikov et al. considers anonymization to be re-
alized via disjoint routing on a DHT [41]. The authors
do not target exactly the same problem as we do, but
in order to contact all nodes in a DHT, every message
would need to be routed over log(n) hops to each desti-
nation. However, the authors also introduce a probabilis-
tic component which does not guarantee reliable mes-
sage exchange. The minimum number of messages to be
exchanged would be 2 ∗ (N − 1)log(n). The factor 2 ap-
plies as the authors consider two disjoint routes for every
message.

Evaluation results identifies a trade-off between de-
sign technique, maximum hop count and communica-
tion overhead. For the same group size of N = O(q3),
BIBD provides better connectivity and lower maximum

hop count of 3 at the cost of increased communication
overhead of O(q9/2) messages. For the same group size,
GQ has maximum hop count of 4 at the cost of commu-
nication overhead of O(q4) messages.

The drawback of the design scheme, is that design pa-
rameter q has to be a prime power. Also after design
phase, the overall number of nodes is fixed or a new de-
sign has to be applied. Our solution is unaffected, as we
consider the design to be used after group has been cre-
ated. In this regard, the number of members does not
fluctuate significantly.

5 Conclusion

In this work, we have investigated the common build-
ing blocks defining the Collaborative Intrusion Detec-
tion Framework (CIDF). In this regard, we identified
five relevant building blocks that need to be covered
when doing research on CIDS. Motivated by the adver-
sarial opportunities in a CIDF, we have realized a scheme
for anonymity preservation in a decentralized intrusion
detection related message exchange scheme. We used
SBIBD and GQ from design theory to guarantee that
alert messages are send to all other nodes with a fixed hop
count. Moreover, the solution ensures the probability
that the single adversary correctly estimates the source
of the alert is not more ID than 1

N .
We show that our scheme provides anonymity “be-

yond suspicion”. This implies that the adversary can not
perform better than guessing an IDS to be the source, or
a sender “is no more likely to be the originator of that
message than any other potential sender in the system”.
Finally, evaluation results show us the trade-off between
design technique, maximum hop count and communica-
tion overhead.
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Appendix

Balanced Incomplete Block Designs (BIBD)
A BIBD is an arrangement of v distinct objects into b blocks such that:
(i) each object is in exactly r distinct blocks, (ii) each block contains
exactly k distinct objects, (iii) every pair of distinct objects is in exactly
λ blocks. The design is expressed as (v, b, r, k, λ) (a.k.a., (v, k, λ))
where: b · k = v · r and λ · (v − 1) = r · (k − 1) . It is called
Symmetric BIBD (a.k.a., Symmetric Design or SBIBD) when b = v
and r = k [3] meaning that not only every pair of objects occurs in λ
blocks but also every pair of blocks intersects on λ objects.

In this paper, we are interested in the Finite Projective Plane which
is a subset of Symmetric BIBD. The Finite Projective Plane consists of
points (a finite set P of points) and lines (a set of subsets of P ) of the
projective space PG(2, q) of dimension 2 and order q. For each prime
power q where q ≥ 2, there exists a Finite Projective Plane of order
q [43, Theorem 2.10] with following four properties: (i) every line
contains exactly k = q + 1 points, (ii) every point occurs on exactly
r = q + 1 lines, (iii) there are exactly v = q2 + q + 1 points, and
(iv) there are exactly b = q2 + q + 1 lines. Thus, a Finite Projective
Plane of order q is a SBIBD with parameters (q2+q+1, q+1, 1) [3].
Symmetric designs can be constructed in O(v3/2) time as described in
[11] and references there in.

Consider (v, k, λ) = (7, 3, 1) Symmetric Design as an example.
Let S = {1, 2, 3, 4, 5, 6, 7} be a set of |S| = v = 7 objects. There
are b = 7 blocks: {1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {2, 4, 6}, {2, 5, 7},
{3, 4, 7}, {3, 5, 6}. Each block contains k = 3 objects, every object
is in r = 3 blocks, every pair of distinct objects is in λ = 1 block and
every pair of blocks intersects in λ = 1 object.

Finite Generalized Quadrangle (GQ)
A Finite Generalized Quadrangle GQ(s, t) is a point-line incidence
relation with the following properties: (i) each point is incident with
t + 1 lines (t ≥ 1) and two distinct points are incident with at most
one line, (ii) each line is incident with s + 1 points (s ≥ 1) and two
distinct lines are incident with (a.k.a., intersect on) at most one point,
and (iii) if x is a point and L is a line not incident (I) with x, then there
is a unique pair (y,M) ∈ Points × Lines for which x I M I y I L.
In a GQ(s, t), there are v = (s + 1)(st + 1) points and b = (t +
1)(st+ 1) lines where each line includes s+ 1 points and each point
is incident with t+1 lines. In this work, we are interested in GQ(q, q)
from projective space PG(4, q). Probability that two lines intersect in
GQ(q, q) is given by the Equation 6.

PGQ =
t(s+ 1)

(t+ 1)(st+ 1)
=

q(q + 1)

(q + 1)(q2 + 1)
≈

1

q
. (6)

In GQ(s, t) = GQ(q, q), there are v = b = q3 + q2 + q + 1 lines
and points. Each line contains s + 1 = q + 1 points, and each point
is incident with t + 1 = q + 1 lines. GQ(q, q) can be constructed in
O(v2) time as described in [11] and references there in.

Consider GQ(s, t) = GQ(2, 2) for q = 2 as an example: There
are 15 points S = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}
and 15 lines {1, 8, 9} {1, 12, 13} {1, 4, 5} {3, 12, 15} {2, 8, 10}
{2, 12, 14} {2, 4, 6} {5, 11, 14} {3, 4, 7} {6, 11, 13} {5, 10, 15}
{3, 8, 11} {7, 9, 14} {7, 10, 13} and {6, 9, 15} where each line con-
tains s+ 1 = 3 points and each point is incident with t+ 1 = 3 lines.
Note that lines {1, 8, 9} and {3, 12, 15} do not intersect but GQ pro-
vides three other lines intersecting with both: {1, 12, 13}, {3, 8, 11}
and {6, 9, 15}.
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