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Abstract

A denial-d-service bandwidh attackis an attemptto
disruptan online serviceby geneating a traffic over-
loadthatclogslinks or causesoutes nearthevictim to
crash. We propcse a heuistic anda data-structte that
network devices(suchasrouters)canuseto detect(and
eliminate)suchattacks.With our methal, eachnetwork
device maintainsadata-strature, MULTOPS, thatmon
itors certaintraffic charactastics. MULTOPS(MUIti-
Level Treefor OnlinePacket Statistics)s atreeof nodes
that containspaclet rate statisticsfor subnetprefixesat
differentaggreyationlevels. Thetree expandsandcon-
tractswithin afixedmemay budge.

A network device using MULTOPS detectsongping
bandvidth attacksby thesignificant,disproprtiond dif-

ferene betweerpaclet ratesgoing to andcoming from

thevictim or the attacler MULTOPS-egippedrouting

softwarerunring on an off-the-shelf700 Mhz Pentium
Il PCcanprocessupto 340000packetspersecond.

1 Intr oduction

A bandvidth attackis an attemptto disrug an online
serviceby generatig a traffic oveload that clogslinks
or causesoutersnearthevictim to crash.This canhave
seriousconsegencedor Web compaieswhichrely on
their onlineavailability to do businessThis paperintro-

ducesadata-straturethatroutersandnetwork moritors
canuseto collectpacletratestatisticsfor subneprefixes
at differert aggreyation levels. Thesestatisticscan be
usedto detectbandwidh attacksusinga simpleheuris-
tic: asignificant,dispropational differencebetweerthe
paclet rate goingto andcoming from a hostor subnet.
This heuristicis basedon the assumptiorthat, during

normal operdgionsonthelnterret, thepacletrateof traf-

fic goingin onedirectionis proportioral to the paclet

rateof traffic goingin the oppaite direction. Although
thisassumptiordoes notholdin somecasesit is aclose
apprximationto reality.

Bandwidthattacksaretypicdly distributedattacks.An

attacler usestools to gain roat accesso machineson

thelnterret[Pac0Q Spi0J. Oncea machireis cracked

it is turned into a “zombie” The attacler instructsthe
zombes to sendbogus datato one particula destina-
tion [Dit00]. Theresultingtraffic canclog links, cause
routes nearthe victim or the victim itself to fail uncer
theload.

Onemajorreasorundelies the absencef a simpleso-
lution agairst bardwidth attacks: attaclers canrelease
high volumesof normaliooking pacletsonthe Interret
without beingcorspicuousor easilytraceable.lt is the
massof all pacletstogethe directedat onevictim that
posesathreat,ratherthanary charactestics of the in-
dividual paclets. A droppingpolicy in rouersbasedn
perpacket chaacteristicawill, therefae, notwork.

It is relatively easy but ratheruselessto detecta band
width attackin thevicinity of thevictim: by measurig
thetraffic loadonalink orin arouter, the excegionally
high volume of pacletscanbe detected Unfortunately
for thevictim, determinng thatit is uncer attackwill not
male the pacletsgo avay. Harmhasalreadybeendore
by thetime the malicious pacletsreach(the vicinity of)
thevictim. A bandwidh attackshould therefae, be de-
tectedcloseto theattaclerratherthancloseto thevictim
sothatmaliciouspacletscanbestoppedefore they can
causeary harm

This pape propses a MUIti-Level Tree for On-
line Packet Satistics (MULTOPS). MULTOPSenables
routes or network moritors to detectongang band
width attacks. A hardful of attaclersthat blast pack
etsto a victim without ary (or disprgoortiorally fewer)
paclets coming back will be identified as malicious
by MULTOPS. Large attacksthat occured in Febru



ary 2000 [CNNOOa CNNO0Okh Net0Q displayedthese
disproprtional pacletflows. Routers(or network mon
itors) usingMULTOP Scouldhave beenusedto stop(or
detect}thoseattacks.

MULTOPSis atree of noces that contairs paclet rate
statisticsfor subnetprefixesat differentaggreationlev-
els. It dynamicallyadaptdts shapeo (1) reflectcharges
in paclet rates, and (2) avoid (maliciously intended
memoy exhatstion.

Depenihg on their setupand depewling on their lo-
cationon the network, MULTOPS-eqippedroutes or
network monitas may fail to detecta bandvidth at-
tack that is mourted by attaclers that randonize IP
sourceaddesseson malicious paclets. In a different
setup,MULTOPS-egippedroutersmay cause‘collat-
eraldama@” by droppinglegitimatepacletswith anIP
destinationaddessthat MULTOPSidentified as beirg
unde attack.

MULTOPS fails to detectattacksthat deploy a large
numter of proportioral flows to cripple a victim. (Pro-
portional flows areflows in which the pacletratein one
directionis proportioral to thepacletratein theopposite
direction) For exanmple, mary attaclerscouldopenFTP
or HTTP connectiois to one victim and download—
prefeably large—files over theseconrections,therely
overloading the victim. Even thoudh the paclet rates
betweerthe attaclersandthe victim arerelatively low
(becasethevictim canrot handleall the paralleldown-
loads) they arepropationaland therebre,undetectale
by MULTOPS.However, to successfullymount suchan
undeectablebandwidh attack,attaclersneedto be nu-
merots, geogaphicallydistributed andwell organized
This makesit more difficult to mount an undetectale
attack.

MULTOPShasbeenimplenmentedin a software router
andwastestedwith simulatedattacks. Resultsare en-
courging: attacksarestoppe andlegitimatetraffic con-
tinuesin a normal fashion,evenwith a large number of
participding attaclers. An off-the-shelf700 Mhz Pen-
tium Il PC, running MULTOPS-eqippedrouting soft-
ware, routesbetween240000 to 340000 paclets per
seconddepemnling primarily on the resoures available
to MULTOPS.

Therestof this pape is organizedasfollows. Section2
takesalook atrelatedwork, Section3 looksat different
typesof bandvidth attacks,Section4 explains the de-
signof MULTOPS,Section5 looks at the detailsof the
MULTOPSimplenmentation,Section6 dealswith mea-
suremets, Section7 discusseshe detailsof some(un-
resoled issuesandSection8 concludesthis paper

2 Relatedwork

Most of the techniaies proposedso far for protection
agairst derial-of-senice attackscanbeusedin corjunc-
tion with MULTOPS We quickly review themajortech-
nigues andhow MULTOPScanaugnentthem.

Ingress/gressfiltering is a techniaie performed by
routes to effectively eliminate IP spoofig [ea0Q
Ins0Od—Ilying abou ones own IP addessin the heackr
of outgdng IP paclets. To stop spoofedIP paclets,
edgeroutes matchthe IP sourceaddresof eachoutge
ing paclket agairst a fixed setof known IP addresgre-
fixes. If no matchis found the pacletis dropped. An-
otherpossibletechniqeis for arouterto only sendoff a
pacletfrom interfaces if a potentialreplyto this paclet
is, accordimg to the router’s routing tables,expeded to
arrive oninterfaces. If not,the pacletis drogped. Even
thoudh thesetechnigesare simpleandeffective reme-
diesagairst IP spoofirg, unfortunatelymary routas are
not configuredto deploy thesetechnigesandthey are
not completesolutiors. However, MULTOPSbendits
from thembecase IP spoofinghuts MULTOPS’ abil-
ity to detectattackg(seealsoSection7.1).

IP Tracelack assistsin tracking down attaclers post-
mortem[SWKAOQO, SP01 DFS01. This techrique re-
quiresroutas to, with a low prabability, mark paclets
suchthatthereceving endcanreconstrat theroutethat
pacletsfollowed provided enoudp paclets were sent.
A similar techniqe is ICMP Tracebak [Bel00]. When
forwarding paclets, routerscan, with a low probability

(1/20000) geneate an ICMP Tracebak messagehat
is sentalongto the destination With enowgh tracebak

messageffom enowghroutersalongthe path,thetraffic

sourceandpathcanbedetermind. Themainadwantage
of thesetechnigquesis thatit assistdn finding attaclers.
It doesnotstopthem.

All the tracebak appoacheshave seriousdeployment
and opeational challengs. A sufiicient numbe of

routes needto suppat tracebak befae it is effective.

Attackerscangenere tracebacknessageso, sosome
form of authetication of tracebackmessagess neces-
sary Thevictim of a bandvidth attackmight also not

receve enoudp tracetack messagebecauseghey might

getdroppedby overloadedrouters.In additian, if anat-

tackis very distributed theremay not be enoud trace-
backinformationto find theattaclers.

A numker of routersprovide informationaboutpaclets
thatcanbeusedto implementhesamedetectiorheuris-
tic that MULTOPSis using. Ciscorouters,for exam:



ple, supprt RMON [Cisb] andNetflow [Cisa]. Unfor-
tunately both RMON andNetflow datais expensive to
process off-line. RMON copiescomgete pacletsto a
port for off-line analysis—thisslows down the routers
normal opeation. Netflow keefs a table with 45-byte
entriesfor everyflow, whichcanbequeied by andtrans-
ferredto anexterral analysigprogam. Netflow provides
no protectionaganstattaclersthatmightblow uptheta-
ble. In theworstcase RMON andNetflow canmagnify
anattack. MULTOPSis intendedo beintegratedinto a
routeroramornitoring devicefor ondine analysis MUL-

TOPSalsorunsin afixedsizememoy footprint sothat
attaclerscannotunaMULTOPSdevice outof memay.

StongSto99 propasesCenterTack, anoverlay network

that consistsof IP tunrels which canbe usedto selec-
tively reraute packetsfrom routerson a network to spe-
cial “tracking” routers. This architectue canbe usedto

analyzetraffic for signsof a bandwidth attack,andop-

tionally drop traffic that seemssuspicious.MULTOPS
could prabably be usedasa compmentof CenterFadk

to helproutes determire whethera bandwidh attackis

occuring andwhatIP addresseareinvolved.

Bellovin [Bel0]] discussesaggr@ate congestion con-
trol and pushbak. The central idea is to identify
“aggregates”—subetsof traffic definedby somechar
acteristic,suchasa particuar destinatioraddress—that
may be involved in the bardwidth attack. Pushbacks
a cooperative meckanismin which routes canask ad-
jacentroutersto block an aggegate upstream. MUL-
TOPScouldbeviewedasadata-struturefor efficiently
trackingtheaggreatedefinedby IP addessegor which
traffic flow is asymmetric.

IntrusiondetectiorsystermsuchasBro [Pax®] try to de-
tectattacksby monitoting network links over which the
attacler'straffic transits. Armedwith (statisticalknowl-
edgeabou nomalbehaior of differentapplicaionsand
protacols, thesesystemsdetectanomaliesn traffic pat-
ternsandrepot a wide range of attacktypes. Although
similar to MULTOPSIn thatit monitors traffic, the pri-
mary differenceis that thesesystemsdo not attemptto
stopattacks.

3 Bandwidth attacks

Thecomma denoninatorof all bandwdth attackds the
desireto cripple someoe elses infrastructureby gene-
atingatraffic overload. Bandwidthattacksvary, amorg
otherthings, in the protacol being usedto mountthe

attack. In addtion, attaclerscanuselP spoofing As
mentiored above, IP spoofingis lying abou ones own
IP addess.

Sincerouting is donebasednthelP destinatioraddres
only, the IP sourceaddesscan be anything. In some
cases,attaclers use one specificforged IP sourcead-
dresson all outgoirg IP pacletsto male all retuning
IP paclets—andpossibly ICMP messages—qgto the
unfortunateowner of that addess. Attackers alsouse
IP spoofirg to hide their locationon the network. Sec-
tion 7.1 discussesow IP spoofirg affects MULTOPS’
ability to detect(the source$) of) attacks.

An attacler canforge an ICMP paclet with a spoofel
IP sourceaddressandlauncha “Smurf” attack[CC99:
hesendshis one forgedICMP pacletto abroadtastad-
dressandall the receversrespom with a reply to the
spookd IP addess(thevictim). (A solutionis to never
reply to ICMP pacletsthat are senton a broadcastad-
dress.or to let routersfilter suchpaclets[ea81 ea0q.)
In a “Fragde” attack,an attacler instructsmary zom-
biesto sendUDP pacletsto onevictim. Both Smurf
andFraggleattackscanbe detectecby MULTOPSbe-
causdn bothcaseghepacletrateto thevictim exceeds
the pacletratecomingbackfrom thevictim in adispre
portional manrer.

Thereareseverd typesof attackthatuseTCP. The best
known is “SYN Floodng” [CC9§. Several solutions
have beenpropesedfor solving SYN Floods: lowering

the TCP time-ou, increasingthe nunber of TCP con-
trol blocks,SYN cookes[AH99] thateliminatetheneed
to storeinformationon half-gpenconrections,andspe-
cial firewalls thatbuffer SYN paclets. Althougha SYN

Floodis actuallyaresoure attackiit is similarto aband

width attackbecageof theflood of SYN paclets.

Anothe attackworks by generatig a huge amoun of
normal traffic by, for examge, running a JavaScriptpro-

gramin a browser that popsup a few dozen windows
eachfetchirg a Web pagefrom one sener. This may
constituteaproblam if afew thousangeoplearewilling

to runthis scriptin their browsersimultaneasly [ec0d.

Such a script could easily spreadby meansof self-
replicatinge-mail viruses. (This pheromenam canalso
occurwithoutit beirg anattack.)

As mentioredin Sectionl, attacksthatcripple avictim
by sendimgy or receving a high volume of traffic using
proportiond flows maygo unndicedby MULTOPS.



4 MULTOPSdesign

4.1 Overview

MULTOPSusesdispromrtional paclet ratesto or from
hostsandsubnés asaheuristicto detectandpoteriially
stop) attacks. To collect thesestatistics,a tree-shapa
data-strature keepstrack of paclet ratesto and from
thosesubsetsf the IP address spacethat display dis-
proportiond behaior. This is doneby letting the tree
expard andcontrat (“zoom in andzoomout”) basedn
obsenred(disprgortioral) traffic patterrs.

MULTOPS storespaclet rate statisticsfor flows be-
tweenhosts(or subnets)A and B using either A’s IP
addrssor B’s IP addess. As a consegence,MUL-
TOPScan either establishthe victim, or the sourcés)
of the attack. We distinguishbetweerthesetwo modes
by definingthemasvictim-oriented mode andattacker-
oriented mode,respectiely. In victim-orientedmodke,
MULTOPStries to identify the IP addres of the vic-
tim of anattack.In attacler-orientedmode MULTOPS
triestoidentify thelP address(es)pf theattacler(s). The
differencebetweerthesetwo modesbeconesimportant
whendroppng paclets: eitherpacletsgoingto the vic-
tim aredropped,or pacletscomirg fromtheattaclerare
dropped. Notethatin both caseghe attackis stopped
In onecasethis is donebasedon the IP addresof the
victim, in the othercaseit is dore basedon the IP ad-
dress(espf the attacler(s). Throughaut this paperwe
assumehat MULTOPSrunsin victim-orientedmode,
unlessspecifiedotherwise.

interface 1
—_— STt mm oo —_—
inspect dest. address

inspect src. address interface 2
B S e -

Figure 1: SchematicMULTOPS in victim-oriented
mode

MULTOPSexpectstwo streamf IP pacletsasinput—
eachconnetedto a differert network interface.Paclets
goingin onedirection(“forwardpackets”) areinspected
on their destinatioraddess;pacletsgoingin the oppa
site direction (“reversepaclets”) areinspectedn their
sourceaddressFigure 1 illustratesthis. Exchamging the
network interfacesswitchesbetweenattacler-oriented
andvictim-orientedmode.

MULTOPSpresets aqueryinterfacethatreturnsanap-

proxmationto R(P). R(P) istheratioof forward pack
etswith destinationP addressprefix P to reversepack
etswith sourcelP addresprefix P.

In victim-orientedmode, MULTOPSdetermiresa vic-
tim’s IP addessby looking for prefixesfor which R(P)
is greaterthansomethreshdd. Dropping pacletswith
destinatioraddressematchingsuchprefixes might de-
feat the attack, thoughit may also impose*“collateral
damag@” by dropping legitimate paclets. In attacler
orientedmode,MULTOPSdeterninesthe addessef
attaclersby looking for prefixesfor which R(P) is less
thansomethreshold Droppng pacletshasedon source
addressesmatchingsuch prefixes might defeatthe at-
tack, thowgh IP spoding introduicescomgicationsthat
arediscussedn Section7.1. Note thata single MUL-
TOPScannotdetectbothattaclerandvictim addresses.

In our current design,we alsoassumehat pacletsare
beingsentusinglPv4. Our apgoachshoud easilyex-
tendto IPv6, althoudn it will consumesignificantlymore
resouces.

4.2 MULTOPSheuristic

Pacletsare definedto be malicious(and,thus, may be
droed)if they aredestinedfor a hostor subné from

which too few pacletsarecoming back. This heuristic
is basedntheassumptionghat(1) mostinternd traffic
consistsof paclet flows, and (2) during normal opei-
tions, therateof pacletsin aflow going from A to B is
proportiond to thepacletrategoingfrom B to A. Thus,
during normd operatimsonthelnternd, the pacletrate
of traffic going in onedirectionis proportional to the
paclet rate of traffic going in the oppdasite direction If

not, sometlng mustbewrong.

This heuristicappeardo hold broadly. TCR the pro-
tocol mainly usedon the Intemet, ackrowledgesevery
single—orevery k—receved pacletsby sendimg backa
paclet,and,therebre, hasproportional paclet flows.

The following exanple illustratesthe heuistic. If ma-
chine A is sendimgy legitimate TCP pacletsto machire
B, but B is suffering underabandwidh attackthenA’s
pacletswill notreachB. Evenif someof A’s pack
etsreachB, thenB’s pacletsmaynotreachA because
of the overloadel links androuters. In reactio to the
absenceof B’s paclets, A will autonatically decrease
thesendingrateand,evertually, stopsendingpacletsto
B altogethe If, ontheotherhard, A is anattaclerthat
blasts(arny typeof) pacletsat B, aMULTOPS-eqippel



routerrouting A’s pacletsto B will detectthe dispro
portional paclet ratesbetweerthemandcoulddecideto
droppacletsgoingto B. Conseqently, B will nothave
to copewith A’s paclets.

Let R(P) betheratio betweenrthe paclet rategoingto

andcomirg from addessesvith prefix P. Unde nomal

circumstages, R is closeto someconstantk for all P,

i.e., paclet ratesare proportioral for all prefixes. If R

drops below R,,;, or exceed R,,q., thena (hostin)

subnetwith prefix P is eitherunder attackor a subnet
with prefix P harbas anattacler.

MULTOPScollectspacletratesto andfromaddresgre-
fixessothat,givenacertainP, R(P) canbecalculated
Packetsmaybedroppedif they aredestinedor ahostor
subnetfrom which disproprtionally fewer pacletsare
coming back i.e., if R(P) is not betweenR,,;, and
Ryaz- The sensitvity of MULTOPScanbe tunedby
changng thevaluesof R,,;, andR,,, 4.

4.3 Datastructure

* k k%

16.%.** <89.*.*.* 130.*%*.*

16.128.*.* 130.16.*”°

Figure2: MULTOPS

MULTOPSis organizedasa4-level 256-arytreeto con-
venienly cover the entire IPv4 addessspace. Each
nodein the treeis a table consistingof 256 recods,
eachof which consistsof 3 fields: 2 rates—to-r&e and
from-rate—andl pointerpotenially poirting to a noce
in the next level of the tree. A table storesall paclet
ratesto andfrom IP addessewith a comma 0-bit, 8-
bit, 16-bit, or 24-ht prefix, depenling on the level of
the tree. Deeperlevels of the tree containpaclet rates
for addesseswith a longerprefix. Thus,theroot node
contairs the aggrejate paclet ratesto andfrom address
0.x** 1.*** 2*** etc. The90threcordin theroot
node for exanple, contairs the pacletratesto andfrom
addresseswith 8-bit prefix 89, anda pointerto a node
that keepstracks of the aggrejate paclet ratesto and

from addresseswith that prefix, i.e., 89.0*.*, 89.1%.*,

89.2*.*,, etc. Thesumof all 256to-raesandthesumof
all 256 from-ratesin a nodeareequalto theto-rateand
thefrom-ratein the parentrecad of thatnode. Figure2
shavs asampleMULTOPS.

Whenthe paclet rateto or from a subné reaches cer
tain threshdd, a new subnale is createdon the fly to
keeptrackof more fine-gainedpacletrates poterially

down to perlP addesspaclet rates. For exampe, if

the aggegatepaclet rateto or from subnetl3017.**

exceed R,,.q.z, @ New nodeis createdto keeptrack of
pacletratesto andfrom subnetsl3017.0%, 130.177.1.%,

etc. Creatingnew nodesis called expansion. The re-
verse,i.e., removing nodesor entire subtreesijs called
contraction. Contractiam is dore whenthe paclet rate
from andto a givenIP addessprefix dropbelov a cer

tainthreshdd, or whenmemay is runnirg out, possibly
dueto a memay exhaustionattackagainstMULTOPS
itself.

ExparsionandcontiactionenableMULTOPSto exploit
thehierarclical structue of thelP addresspaceandthe
fact that a bandwidh attackis usually directedat (or
comingfrom) alimited setof IP addesses—wittacom-
mon prefix—only. MULTOPSdetectsthe attackon a
high level in the tree (whereprefixes areshort)andex-
pand towardthe largestpossiblecomnon prefix of the
victim’sIP addess(es)potentiallyestablishinginglelP
address(es}hatareunder attack.

4.4 Algorithm

Eachpaclet (or every nth paclet) thatis routedcauses
pacletratesn applicalbe nocesin thetreeto beupdded;
startingin therocat, andgoingdown to thedeepst avail-
ablenode. Thisworksasfollows. Thefirst byte of the
IP destination addessof a forward packet is usedasan
index in theroat nock to find therecod in whichto up-
datetheto-rate. For reverse packets thefirst byte of the
IP source addresds usedasanindex in the roat noce
to find the recad in which to updatethe from-rate. If
therecod hasa child, the processlescenddown to the
child andcontirues.If no child exists, it is createdf ei-
therthefrom-rateor theto-rateexceed a certainthresh-
old. In ary casethe proessmay follow the pointer in
therecordto the child node.In this child node, the sec-
ond byteof thelP addressis usedasanindex to find the
recordandupdatethepacletrates.This processmayde-
scenddown to the deepestevel in thetreewhereperIP
addrespacletratesarekept. Thefull algorithmis given
in pseudoeodein Algorithm 4.1.



Algorithm 4.1 UPDATE(addr, packet, fwd)

TABLE t < root
fori« 1to4
(RECORDr « t[addTi]]
if fwd
then updater’sto-rate
elseupdater’'s from-rate
if r hasno child node
then break
|t < r'schild node
annotatepacletwith r's from-rateandto-rate (1)
if (r'sfrom-rate> threshdd
or r'sto-rate> threshold
andtis notanodein deegstlevel of tree
then createchild tablet’ underr

do <

Method uUPDATE() is called by metha
HANDLE_PACKET() describedin Section 5.2. Pa-
rameteraddr is the 4-byte IP sourceor destinatio
addressof paclet packet, depenling on whetrer MUL-

TOPSis setup in victim-oriented or attacler-oriented
mode Parameter fwd tells UPDATE() whether this
paclet is a forward paclet or a reverse paclet. State-
ment 1 immediately after the for -loop anrotatesthe
paclet with r's from-rate and to-rate. This annotatio

canlaterbeusedby a partof the systenthatimplenents
the heuristicto deternine whethe or not this pacletis
partof a maliciousflow andshould thus,bedropped.

4.5 Expansionand contraction

If theto-rateor thefrom-ratefor anaddesswith ann-bit
prefix P exceedsthe expand threshold, MULTOPScre-
atesa child nock underthe recordfor prefix P to keep
trackof pacletratesfor addressewith (n + 8)-bit prefix
P'. Lowering this expard threshdd increasesprecisin
of MULTOPS,but alsoincreasests memay use. Fig-
ure 3 shavs how anew nodeis addedo thetreeto keep
trackof all pacletratesto andfrom addessesvith prefix
13016.1D.

Thereverse of exparsionis contrat¢ion. Contrading a
recordinvolvesremaoving a subtre from uncerarecord
A subtrees contractedvhenthe aggegatepaclet rate
for thatsubtreedropsbelon R,, ... Contractionis dore
to constrainmemay useandto avoid (maliciowsly in-
tended memoy exhaustion. Figure3 shovshow anode
is contrated.

* ok ok Kk

16.*** 89.*.*, 130.**.*
@ 130.16%.0 ~ONTRACT
* ok ok
16.*** 89.*.*, 130.*.*.*
@ 130.16.%.* o
/\130.16.120.*

Figure3: Exparsionandcontration

Traversing the entiretreein searchof subtreego con-
tract is poterially expersive andits frequeng/ shoud

be chasenwith care. Traversing the tree for every z

routedpacletsis dangeousbecasearoutershouldhave
its resourcedree for routing, not for contactingwhen
paclet ratesgo up. Traversing the tree every t ms is

safer but choosingt correctly is tricky: if ¢ is too high,

memoy might run out befae traversal starts. The strat-
egy we choseis to never allocatemore memorythan
a certainlimit m—therebymakingmemay exhaustion
impossible—ad to traversethetreeeveryt msin search
of subtreeso contiact. In thetime periodbetweerreach

ing memoy limit m andthenext “cleanyp,” MULTOPS
cannad createnew nodss. It is, therebre, importantto

choaset low, but not solow asto trigger cleanups too
oftenand,thus,wastetheroute’s resourcs.

An attacler might try to launcha memoy exhaustion
attackagairst MULTOPSby causingit to branchpro-

fusely Thetwo opposingforcesaretheattacler causing
nodes to be createdversuscontractio causingnodesto

be destrged. Sincea subtreeis cortractedwhenthe
paclet ratesto andfrom addressewith a certainprefix
arelessthantheexpandthreshdd, theattaclerwill have

to sustaina higherpacletratefor asmary differentad-
dressprefixes as possible. Section5.4 dealswith this
issuein a quartitative context.



5 MULTOPSimplementation

MULTOPS is implemented using Click [KMC *0Q].
Click is a modular software router architectue devel-
opedat the MIT Labomatoryfor Compuer Science. A
Click routeris an intercomectedcollection of mod
ulescalledelemens. Eachelementperformsa simple,
straightfaward task such as communicating with de-
vices, queueilg paclets,andimplemerting a dropping
policy. Eachelememhas0 or moreinputs andO or more
outpus. Inputs areusedto receie pacletsfrom otherel-
ementsOutputsareusedto handoff pacletsto otherel-
ements Configuationof a Click routeris doneby feed-
ing it a file describingwhich elementgo useandhow
theinputsandoutputs of theseelementsntercomect.

MULTOPS is implemerted as 2 separateelements:

IPRateMon itor and RatioBloc ker . Adding
theseelemetts to the corfigurationaddsthe MULTOPS
detectionmechaism and the related dropping policy
to the router. IPRateMoni tor tags each paclet
with from-rate and to-rate suchthat RatioBlock er
may decide to drop the paclet basedon thesetags
and basedon the definedthreshold (i.e., R,.;, and
R,.qz)- Thus,IPRateM onitor  implementsthetree,
RatioBloc ker implemerts a drgpping policy based
onthe MULTOPSdetectiorheuristic.

IPRateMon itor has2 inputsand2 outputs.Eachin-
put shouldbe connetedto a differentphysical network
interface.RatioBloc ker haslinputandl output.

5.1 Datastructure

IPRateMon itor is a C++ classthatdefinestwo pri-
vatestruct s: Record andTable . Figure5.1con-
tainsthe C++ coce thatdefinedthesestruct — s.

from_rate andto rate in Record are usedto
storepaclet rates. EWMAmMplemerts an exponentially
weightedmoving averag andis usedto keeptrack of
rates.child contairsapointerto achild or NULLif no
child exists. Besides256 pointersto Record , Table
contairs a pointerto the paren record(parent ) and
two pointers(prev andnext ) thatare usedto main-
tainadoully-linkedlist of nodes—theiruseis explained
in Section5.3.root pointsto theroat node.

struct  Record {
EWMAfrom_rat e;
EWMALo_rate;
Table *child;

b

struct  Table {
Record *parent;
Table *prev, *next;
Record* record[256]

}

Table *root; /I root node

Figure4: C++ codethatdefines Record andTable

5.2 Algorithm

IPRateMon itor 's method HANDLE_PACKET()
(given in pseud-cock in Algorithm 5.1) implements
thefunctionality represetedby Figurel. It is, togetter
with methoduPDATE(), respomsible for implementing
thealgorithm describd in Section4.4.

Algorithm 5.1 HANDLE_PACKET(port, packet)

if port==
then UPDATE(pacletdestaddr paclet, true)
elseuPDATE(paclet.srcaddr, paclet, false

IPRateMon itor ’'s 2 input portsshoud eachbe log-
ically conneted to oneof the network interfaces. Port
0 connets to the interfacefor forward paclets, port 1
conrectsto the interfacefor reverse paclets. (This is
achieved through Click configuation.) port is theinput
ofthelPRate Monitor elementhatpacletpacket ar-
rivedon. Thisinformationis passedo UPDATE() using
its fwd parameter

5.3 Expansionand contraction

In addtion to the tree itself, MULTOPS maintairs a
douby-linkedlist of pointersto nodesin the treeusing
prev andnext in Table . Eachtime a nev noce is
createdin the tree, i.e., expansionoccurs,a pointerto
thatnock is addedat the endof the linked list. During
acleanupthelist is traversed A noce (andall its chil-
dren)is deletedwhenthe sumof all from-ratesandthe



sumof all to-ratesin that noce are both lower thanthe
expard threshdd. (Both sumsare,by definition stored
asfrom-rateandto-raein theparentrecod of thatnoce;

hencetheneedfor theparent pointerin Table .) The
root nock is never deleted. Thelist is eithertraversed
backwardsor forwards to avoid checkinghesamenodes
every time therebycausingstanationiike pheromena.

To avoid heavy memay fluctuaticmmsandto avoid spend
ing too muchtime onasinglecleanupcontractim stops
whena certainfraction f of all allocatedmemay has
beenfreed If nore of the nodescan be deleted,but
memoy is at its imposed maxinum, thensomenodes
must bedeleted.n thatcasetheexpard threstold is de-
creasedy somefactorandthecleanupstartsagain This
may have to be repatedmultiple timesuntil fraction f
of all memay hasbeenfreed.

5.4 Memory exhaustion attacks

To defeatour mectanism, an attacler may try to ex-
hausta routefs memay by makinglPRateMonit or
allocatemary nodes.(Of course memay exhaistionis
only possiblewhenlPRateMonit or hasnoimpaosed
memoy limit.) An attacler achie/es this by sending
paclets with a wide variety of spoded IP sourcead-
dresseshroughthatrouter (Thisis aprodemonlywhen
MULTOPS:Is in attacler-orientedmode.) Eachstream
of pacletswith a comnon IP sourceaddressneedsto
have a bandvidth higherthanthe expand thresholdof
MULTOPS—otlerwiseMULTOPScontractshenoces,
therely defeatingthe attacler’s goal to run it out of
memoy. If an attacler is not bourd by ary resouce
constraims, nor by ingress/@ressfiltering, he cancre-
ateaworst-casescenaridoy sendingspootdIP paclets
suchthat the numker of nodesin MULTOPSIis maxi-
mized.

Giventhe structureof the MULTOPStree,the sizeof a
Table (1040 bytes),thesizeof a Record (28 bytes),
a paclet size of 34 bytes,and an expand thresiold of
1000pacletspersecondan attacler, launding sucha
worst-casescenarianemoy exhatstionattack,needso
geneatetraffic with abandwidh of roughly 16 Gbit/sto
male IPRateMon itor  allocate128VIB of memay,

providedthatthe network hasthe physical capabilityto
carry this traffic to the target router. This nunber was
derived by calculatirg the amoun of allocatedmemoy

basedon the numker of differert addessprefixesstored
in thetree. The expard thresholdcanbe setto a value
thatensureshatmemoy will neverrunout. It is safeto
concluethat,evenwithoutanimposedmemorylimit, it

isimpossibleto runIPRateMonit  or outof memay.

6 Measurements

To measurethe perfomanceof IPRateMonit or, a
simple Click configuation was run in a Linux kernel
2.2.16 onanoff-the-shelfPC(700Mhz Pentiumlll, 256
KB cache256 MB memay) thatsendgpacletsthrough
an IPRate Monitor element. Bogus UDP paclets
weregeneatedby Click itself to avoid time consuming
interactionwith network interfaces. IP spoofirg attack-
ersweresimulatedby geneating UDP pacletswith an
IP sourceaddresgpickedfrom afixedsetof IP addesses
in rourd-robin fashion. Measurerents were done for
differentmemay limits andfor an expandthreshdd of
0, i.e.,maximum exparsion.

340000

256 addresses
512 addresses -------

1024 addresses --------
2048 addresses
320000 4096 addresses —-—- |

300000

280000

packets per sec

260000

240000 [

220000
0

IPRateMonitor memory limit (Mbytes)

Figureb: Pacletrateasafunctionof memay limit

Thegraph in Figure5 shavs the nunberof pacletsthat
IPRateMon itor canhandleasa function of its im-
posedmemoy limit. The grag shaws this for 5 UDP
flood attacksthat differ only in the nunber of attaclers
(i.e., IP sourceaddressesnvolved. The IP souce ad-
dressesisedin the malicious UDP pacletscorstitute a
worst-casescenariq'seeSection5.4).

Thegragh shavs thatIPRateMonit or performsbet-
ter whenit haslittle memoy at its disposal. A small
treefits in cacheentirely andis, therefae, fast. When
morememoryis available,the tree sizeincreasesp to
the point whereit is too big to fit in cache,andcache
missesresult. The perfaamanceof IPRateMonit or
for 256 512, and 1024 addessesds roughly the same
(270000 paclets/sec) becausdn thesecasesthe tree
is small enoudn to fit in cacheentirely For 2048and
4096addessesratesdropproportioral to thetotalmem-
ory corsumptionof the tree, up to the point where
the tree reachesdts maximumsize, after which mem-
ory consumgion—and thus perfamance—fletuates
arourd the samepoirt.
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Figure6: CPU cyclesperpaclet asa functionof mem-

ory limit

Thegraphin Figure6 shavs the number of CPU cycles
thatIPRateMon itor consunesperpaclet asa func-
tion of its imposedmemorylimit. IPRateMonit or
consunes more CPU cycleswhenit hasmorememoy
atits disposal.Theseextracyclesare,mostlikely, spent
on waiting for a memay fetch aftera cachemiss. Un-
surprisindy, the graph in Figure6 is essentiallythe re-
ciproal of thegraphin Figure5.

IPRateMon itor  performs betterwhen it has little
memoy at its disposal.Unfortunately its ability to ex-
pandand,therebre,to preciselydeternine the sourcgs)
and/a target(s)of theattack,is alsomorelimited. Thus,
thetradeof is precisionvs. perfamance.

7 Discussion

7.1 IP spoofing

MULTOPSIn victim-orientedmodck is notinfluencedby
IP spoofing However, MULTOPSmayimpaose“collat-
eral damae” by dropping legitimate paclets going to
thevictim.

WhenattaclersrancmizelP sourceaddesses—aom-
mon pragice—thena prodem arisesfor MULTOPSin
attacler-orientedmode. Therecouldbe somary differ-
ent(spoded) IP sourceaddressesthatMULTOPSdoes
not have enowgh availablememay to establishall “ma-
licious” IP sourceaddreses. In that case, MULTOPS
can establisha setof prefixesthat maliciows IP source
addressesshare. Better randonizationimplies shorter
address prefixes. Shorterprefixes implies that MUL-

TOPSdropsmorepaclets,whichmayinclude legitimate
paclets.In otherwords: collateraldamagesa resultof
MULTOPS'droppng policy is greatemwhenlP spoofirg
getsmore rancbmized.

Whenattaclersperfectly rancbmizelP sourceaddresses,
eachmalicious streamof paclets with a comma IP
sourceaddres (or prefix) is eithertoo insignificant to
be seenas part of an attack, or all malicious streams
areseenaspartof anattack. In the former case MUL-
TOPSdoesnotdetecttheattackatall. In thelattercase,
all pacletsareconsideregartof anattack,and,hene,
droped. Both casesconstitutea successfubenid-of-
serviceattack.

7.2 Distribution

ThelP spoding prodemdescribedbove closelyrelates
to the problemof attacler distribution. As more(spoof
ing or nonsspoofing attaclersparticipatén abandwidh
attack, it becones harde (for MULTOPSIn attacler-
orientedmock) to identify a single attacler becausets
relative sharein the total massbecomessmaller and,
therefae, the disproprtional quality of the traffic less
conspicus.

Whenatotal numkerof T' pacletsperseconds requirel

to crashthevictim’sinfrastructue,and NV attaclerspar

ticipate,theneachattacler needso geneateanaverag
of T'/N pacletspersecondAs N getslarger, T'/N gets
smaller

Even though MULTOPS' sensitvity can be tuned if

N is too large and, conseqently, T/N too small, one
single attacler might go undeteted by MULTOPS.If,

thoudh, attaclersdo not spreacut geogaphicdly, their
comhned generged traffic might go through a single
MULTOPS-eqgippedrouter that codd decideto drap
all the paclets. Evenif the attaclersare perfectlydis-
tributedthroughou theworld, the malicious pacletsget
funreled on their way to the victim by routers. The
chanceof beingdetectedisa maliciousstreamby oneof
theseroutersgetslarger asthe streangetsmore bundled
(and,thus,paclet ratesbecone moredisprogrtional)

7.3 Different protocols

MULTOPS relies on the assumptiorthat, during nor
mal opeations,paclet rateshetweentwo comnunicat-
ing partiesareproportional. There are,however, differ-
entprotacols,eachwith differentimplementationsWith



TCPR for exanple, implemertations differ in their ac-
knowledgmer policy, although mostTCP implemena-
tionsackrowledgeat leastevery otherpaclet. Nonette-
less, defining the MULTOPSdetectionheuistic quan
titatively, i.e., chaosing suitablevaluesfor R,,;, and
Ryuaz, IS tricky. In the currert implemertation of
RatioBloc ker , R, = 0.66, and R, = 2.5.
Thesevalueswereexpeaimentally deternined. Onecan
imagineimplementinga RatioBlocke r thatadjusts
thesevaluesbasedon obsered traffic patternsduring
normal opeations,makingthe heuristicmoreflexible.

Protocds suchas UDP and ICMP do not requiie ac-
knowledgmerts at all. However, several applicatins
suchas NFS and DNS display propational behaior
similar to TCR which is advartageows for the MUL-
TOPSdetectionheuristic. Since most serviceson the
Interretare TCP-basedye suggestate-limitingall non
TCPtraffic during anattack.Eventhoudh thisis adras-
tic measuregit will allow mostinterrettraffic to proceel
normally.

7.4 Asymmetric routes

MULTOPSneeddo seetraffic in bothdirectiors to de-
tectdisprgortioral pacletrates—thigequilessymmet-
ric routes. However, Paxsondemastratedthat mary
routeson the Intemet are asymmetridPax97]. To cir-

cumventthis prablem, MULTOPSshouldbe placedon
the edgesof the network—in a datacenter for exam

ple. If sucha site is multi-homed, then paclet rate
statisticsfrom all on-siteroutes needto be comhined.
This requites (preferably out of bang commuiication
betweernseveral MULTOPS-egippedrouters. The de-
tails of sucha setuparebeyondthe scopeof this paper

7.5 Granularity

When MULTOPShasmore memaoy at its disposal,it
canexpandto deepetevels,therely increasingts preci-
sion. Dropping pacletsbasedon disprgortioral paclet
ratesin a recordin the root nodewill affect mary ma-
chines,i.e., all machires with a comnon first byte in
their IP addess. If, however, droppng pacletsis dore
basedon disproprtional paclet ratesfrom/to a single
IP address—storeid thedeepeslevel of thetree—tha
only themachire with thatIP addesswill beaffected.It
is, therefae, importantto notrestrictMULTOPS’ mem-
ory usetoomuch

8 Conclusion

This paper proposesMULTOPS. MULTOPS enables
routes or network moritors to detectongdng band
width attacksusinga simpleheuistic: asignificant,dis-
proportiond differencebetweerthe pacletrategoing to
andcomirg from a hostor subné. Thisis basedonthe
assumptiorthat,during normad opeationson the Inter-
net, the paclet rate of traffic going in onedirectionis
proportiond to the paclet rateof traffic going in theop-
positedirection

MULTOPSis atree of noces that contairs paclet rate
statisticsfor subneiprefixesat differentaggregationlev-
els. It dynamicallyadaptsts shapeo (1) reflectcharges
in paclet rates, and (2) avoid (maliciously intended
memoy exhatstion.

MULTOPS successfully detects bandvidth attacks
that createdisprgortioral paclet flows betweenthe
senderg) andthe recever. To our knowledge, no such
detectiormechaism hasbeenproposedyet. Depering

on thesituation, MULTOPScanpoint out the sourcés)

of theattack.

MULTOPSIs notacompgetesolutionagairstbandwidh
attacks However, it enablesietwork devicesto maintain
statisticsto establishwhethe or not a bandwidh attack
maybegoing on.

Measurerantsshow thattheperfomanceof MULTOPS
is primaiily influencedby the size of the cacheandthe
numker of IP sourceaddessesnvolved in the attack.
It is exceedingly difficult to runa MULTOPS-eqippel
routeroutof memay.
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