
this is the same in other schemes, but the voter has denia-
bility here, which helps prevent coercion. The next ques-
tioner had a stumper: What prevents voters from casting
two ballots for the candidates of their choice and then an
Anti-Vote ballot against the candidates they oppose? Rivest
confirmed that there isn’t a solution to that problem yet.
Someone else wondered, if ballots are posted in plain text,
what prevents stray marks from allowing vote-selling?
Rivest said that the posted records should be digital ver-
sions of the plain text. Finally, someone pointed out that
posting ballots on a bulletin board is new. What new op-
portunities does this present for wholesale fraud? Rivest
answered that new kinds of verifiability will help in detect-
ing and preventing wholesale fraud. This is a whole new
layer of defense.

First USENIXWorkshop on Offensive
Technologies (WOOT ’07)

Boston, MA
August 6, 2007
Summarized by Dominic Spill (dominicgs@gmail.com)
and Robert N.M. Watson (robert.watson@cl.cam.ac.uk)

The First USENIX Workshop on Offensive Technologies
was opened by Tal Garfinkel. He thanked the program
committee and USENIX and gave an overview of what to
expect from the workshop.

I N V ITE D TA L K

Fast-Flux DNS and Overlay Networks Using Botnets

David Dagon, Georgia Institute of Technology

David got the workshop off to a start with a discussion of
his current work on botnets, focusing on botnets that rap-
idly change their DNS responses to avoid detection.

In botnets, which date back to the 1990s, pieces of mali-
cious code (bots) are often spread using Web sites, email,
and vulnerabilities. The bots originally communicated with
their controller using IRC channels. The countermeasure to
this was based on the DNS requests made to find the IRC
channel. As these countermeasures were used the sophisti-
cation of the botnets increased, and they began using peer-
to-peer applications for communication and replication.
These botnets were stopped because they had fixed points
in their network, and these could be tracked and stopped.

The current generation of botnets use domain names for
which the DNS response changes rapidly, with different
bots within the network taking the role of server for the
others. This is known as Fast-Flux DNS. The botnets avoid
having fixed servers and therefore attempt to avoid being
shut down; they use themselves to respond to DNS re-
quests and propagate themselves.

These botnets are then used for a number of different ap-
plications. Two of the most well known are sending unso-

licited email and distributed denial of service attacks. The
botnet provides a platform for these applications, which is
sold as a service by the controller of the botnet.

David has investigated the locations of the bots in the net-
works, using IP addresses. He found that most of the bots
were in centers of population, where the use of broadband
Internet is greatest. So David mapped the growth of the
botnets using the IPs that were given in response to re-
peated DNS requests. These graphs showed that initially
only a very small number of IPs were returned, but shortly
afterward there was an explosion in the number of IPs re-
turned, as more systems were infected by the bots.

The reason these botnets persist is that they avoid detec-
tion by constantly changing, either by repacking the binary
or by downloading an updated version from another bot in
the network. They are often observed, by antivirus re-
searchers, within virtual machines, but there is a large
amount of research into detecting virtual machines, mean-
ing that as research attempts to stop one exploit it helps
botnets continue to go undetected.

David has also analyzed the effectiveness of using existing
blacklists and user traffic analysis as predictors of infec-
tion, and he observed that although there are troubling so-
cial issues associated with usage analysis, based on usage
patterns some users are more likely to be exposed to, and
hence infected by, malware than others. This prompted a
healthy discussion of the interactions between privacy and
monitoring in malware prevention.

Robert Watson asked about the feasibility of bots com-
municating using the Tor network or botnets providing
stronger anonymity services to protect their maintainers.
David said that there are botnets that do this, but the per-
formance of the Tor network is not high enough for the
traffic required by most of the networks. Additionally, the
botnet managers may use Tor to control the botnets, but
the only anonymity they care about is their own, not that
of the systems that they have exploited, so they would not
use Tor to hide the systems with bots.

F ROM TH E M E TA L TO TH E I N F R A STR U C T U R E

Niels Provos chaired this session.

Flayer: Exposing Application Internals

Will Drewry and Tavis Ormandy, Google, Inc.

Will presented work on an advanced fuzzing tool, based
on Valgrind, with the ability to taint input and skip over
checks in the code. He also showed some of the bugs that
it had uncovered in libtiff, openssl, and openssh.

The Flayer tool is a combination of a fuzzer, an auditing
tool, and a patch analyzer. It can be used in automated
testing scripts or as a stand-alone application. Flayer taints
input to an application to allow it to be tracked through
the execution of the code. It can also bypass the execution
of branches to avoid version checks.

106 ; L O G I N : V O L . 3 2 , N O . 6



The goal of the tool is to find errors in the code of an
application without having to get into the depths of
how it works. It can be used with /dev/urandom and
also files filled with random data, and it can be beneficial
to run the tool with a file of random data and then alter
a small amount, as little as one bit, before running it
again. So far it has been used to find bugs in libtiff,
openssl, and openssh. The tool and source code can be
found at http://code.google.com/p/flayer.

Niels Provos asked about the degree of automation, noting
that it seemed the process of using Flayer was very man-
ual. Will answered that this is a user-assisted analysis tool,
relying on the insights of the user into the code. However,
it is significantly less manual than tools that require, for
example, coming up with a complete specification of cor-
rect behavior to generate fuzzing input.

When asked about performance, Will said that he had
measured it to be roughly 20 times slower than the execu-
tion of the code, which is faster than other debugging ap-
plications; it also has high memory usage, which is one of
the factors they are currently trying to reduce.

The ND2DB Attack: Database Content Extraction Using
Timing Attacks on the Indexing Algorithms

Ariel Futoransky, Damián Saura, and Ariel Waissbein, Core
Security Technologies

Ariel presented a new attack technique for extracting data
from databases using timing attacks. This attack relies on
the variable cost of inserting fields into sorted tables based
on the I/O cost of b-tree node splitting, assuming that all
keys are unique. This service may be available to anony-
mous users even if select queries are not, and it offers sig-
nificant efficiency improvements over a simple but compu-
tationally infeasible O(n) search. David analyzed the per-
formance characteristics of the MySQL database using the
InnoDB storage format on Windows XP, reporting experi-
mental results in which 64-bit keys in the table were ex-
tracted in tens of thousands of insert queries.

Tal Garfinkel asked whether this attack could be per-
formed through Web-based front ends to databases, rather
than via direct database queries; Ariel answered that they
had not experimented with this yet and it would introduce
some amount of noise, but if it didn’t introduce disk I/Os
this effect may be small compared to the cost of node split-
ting. A general discussion of the effects of noise on this
and other timing attacks ensued.

Exploiting Concurrency Vulnerabilities in System Call
Wrappers

Robert N.M. Watson, Computer Laboratory, University of
Cambridge

Robert was at WOOT to unveil his finding on the vulnera-
bilities introduced into a system by the use of system call
wrappers. He explained how the wrappers function and
how they are exploited and gave recommendations as to
how the problems can be addressed by the operating sys-

tem authors. He also showed examples of exploits for sin-
gle and multiple CPU systems.

System call wrappers are used to increase the portability of
applications without needing to recompile them on every
target system or for systems that may not have kernel
source code available. Many applications use them, notably
antivirus tools. Robert gave a comparison to resource man-
agers but said that system call wrappers are not atomic
with respect to the system call, and this is where the vul-
nerability is introduced.

Robert demonstrated the existence of two new types of
race condition, introduced by system call wrappers, which
can be exploited in addition to the well-known “Time of
check to time of use” race. “Time of audit to time of use”
and “time of replacement to time of use” are the names
given to these new race conditions. He had also written
example code to exploit these and other conditions for
both uniprocessor and multiprocessor systems, showing
that Systrace and GWSTK, two commonly used wrapper
toolkits, were both vulnerable.

A number of solutions were proposed, such as additional
memory synchronization; however, this was shown to in-
troduce more vulnerabilities. Robert recommends moving
toward message passing, a move already made by Linux
Security Modules (LSM) and the TrustedBSD MAC frame-
work. With this work Robert has shown that system call
wrappers are a threat to the security of any system that
uses them, and he calls on developers to change their prac-
tices.

Billing Attacks on SIP-Based VoIP Systems

Ruishan Zhang, Xinyuan Wang, Xiaohui Yang, and Xuxian
Jiang, George Mason University

Xinyuan Wang discussed research that he has been doing
in the area of SIP-based VoIP applications, especially the
billing systems used. This is important because SIP is now
the standard used by most VoIP systems, including those
sold by Vonage, AT&T, and Verizon. The number of VoIP
users is expected to reach 44 million by 2010, all of whom
will want their billing to be accurate.

The call setup procedure is similar to that used for non-
VoIP telephone calls. To make a call the caller sends an
INVITE message, which is replied to by an OK message
from the server, and the server then contacts the recipient
of the call. However, once the call is answered the two par-
ties communicate directly. The caller or the recipient must
then tell the server that the call has ended so that the serv-
er can calculate billing, and this is done with the BYE mes-
sage. If the recipient is already using the phone a BUSY
message is sent to the caller.

Four parts of the call setup and tear-down process were
identified as vulnerable to man-in-the-middle attacks: re-
playing the INVITE message, fake BUSY responses, delayed
BYE messages, and dropping BYE messages. Replaying the
INVITE message will allow an attacker to create a second
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call with the cost being charged to the original caller, as-
suming the attacker can alter the destination IP of the call.
The fake BUSY message attack involves two man-in-the-
middle attacks, allowing the two attackers to communicate
at the expense of the caller. The likelihood of this attack is
low as the two attackers must be online and know that
they wish to communicate, so they could simply connect
directly.

Xinyuan rounded off the presentation with some sugges-
tions on preventing these attacks. The INVITE replay at-
tack could be prevented with a nonce; this is done by
some providers, but others allow replay after a week. To
prevent the fake BUSY attack the messages need integrity
protection, so that they cannot be altered by an attacker.
The group is going to continue research in this area, in-
cluding using these attacks to consume resources on the
server of the service provider.

S N I F F I N G A N D S C A N N I N G

BlueSniff: Eve Meets Alice and Bluetooth

Dominic Spill and Andrea Bittau, University College London

Dominic presented his work to produce an affordable
Bluetooth sniffing device using easily available hardware.
This combines existing and new techniques for breaking
Bluetooth encryption and works with the GNU Radio soft-
ware signal processing framework. The resulting device is
affordable (approximately US$700 vs. commercial products
at $10,000).

Dominic began his talk by summarizing the Bluetooth pro-
tocol, in which master and slave devices build associations
based on unique MAC addresses and internal clocks. Blue-
tooth whitens (scrambles) packets by XORing pseudo-ran-
dom values with the data stream based on the lower six
bits of the internal clock, as well as using frequency hop-
ping spread spectrum (FHSS) at 1600 hops/second chosen
using the MAC address and master device’s clock, in order
to minimize interference.

BlueSniff must determine the MAC address and clock
value in order to determine the hopping pattern and
whitening sequence. Only a portion of the MAC appears in
the packet, although frequently the remainder may be
guessed, or relatively easily brute-forced by using the CRC
to test candidate values in a single packet.

The primary limitation of this work is that more than one
physical radio must be used to track all available Bluetooth
channels; the current hardware can monitor only one-
eighth of the frequency space.

Tal Garfinkel asked what support plans exist for the tool in
the future. Dominic answered that it depended on future
deployment, but if time was available, allowing eight de-
vices to be used at once is an important next step. Niels
Provos asked about the research impact of this work. Do-
minic answered that the lack of a promiscuous mode for

Bluetooth meant that almost all published work on the
Bluetooth protocol was purely theoretical and that with
easily accessible sniffing the doors would be opened for a
great deal more research. Dominic indicated that the cur-
rent range limit was several meters. In answer to a ques-
tion about Bluetooth 2.1, Dominic stated that the modula-
tion technique changes, and current GNU modulators are
not yet able to handle the new technique.

Toward Undetected Operating System Fingerprinting

Lloyd G. Greenwald and Tavaris J. Thomas, LGS Bell Labs
Innovations

Lloyd presented an in-depth analysis of operating system
fingerprinting techniques utilizing the differences in
TCP/IP implementations. Although this is a commonly
known technique, Lloyd presented optimizations drawn
from the entropy of information provided by the tests.
These are useful for identifying the correct tests to run to
pin down the exact version of an operating system with
the minimum number of packets sent and received, thus
reducing the chances of the fingerprinted system detecting
the traffic.

The tool used to perform the fingerprinting was based on
nmap (http://www.insecure.org), specifically the second-
generation operating system fingerprinting system. The
database of operating system characteristics was used as
provided with the tool and was not modified for the pur-
poses of calculating information entropy.

The result of the analysis was that it was possible to use
fewer than the 16 standard packets to identify some oper-
ating systems, especially with the knowledge that the ma-
jority of systems are Windows-based, and therefore the test
that reveals the most about the Windows TCP/IP stack
should be used first.

The work makes it much easier to order the tests for oper-
ating system fingerprinting to avoid the more detectable
tests and reduce the number of packets sent to and re-
ceived from the system.

Catch Me, If You Can: Evading Network Signatures with
Web-based Polymorphic Worms

Matt Van Gundy, University of California, Davis; Davide
Balzarotti and Giovanni Vigna, University of California, Santa
Barbara

Matt presented his work on Web-based polymorphic
worms with a focus on those written in scripting languages
such as PHP. He identified the key parts of the PHP lan-
guage that allow the text of a script to change but the
overall execution to remain the same, and he showed how
this can be used to fool applications that attempt to find
software signatures.

He began with an introduction to the two most common
applications for calculating software signatures, Polygraph
and Hamsa, and an explanation of the techniques they em-
ploy. Matt also explained some features of the PHP script-
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ing language, such as the ability to store function names in
variables and insert random strings, that are ignored by the
interpreter. These allowed him to alter a script while keep-
ing the execution constant. PHP also allows for inline use
of compression, which was useful for changing the signa-
ture of the script, but it reduced the size and therefore the
amount that it could be changed.

He then showed how frequently his morphed script was
detected by both Hamsa and Polygraph, given that both
had been shown the original script and had created a sig-
nature for it. For Hamsa, the morphed worm went unde-
tected almost 100% of the time. Polygraph was able to de-
tect the worm more easily, and it had much lower false
negative rates, but it was unable to handle the worm at its
full size and could only create a signature for a compressed
version of the worm.

Matt was asked if this technique could be applied to other
Web-based exploits. He said that it could be used to cloak
attacks such as remote file injection. When asked how the
use of compression affected the results, he said he was
confident that the morphed script could beat the Poly-
graph detection if it allowed the larger worm to be tested.

H I D D E N AT TAC KS

An Encrypted Exploit Payload Protocol and Target-Side
Scripting Engine

Dino A. Dai Zovi, Two Sigma Investments

Dino presented his work on exploit payloads for mobile
clients, introducing a three-stage payload that creates a
connection back to a server, downloads an execution envi-
ronment, and then exploits the host system.

A widely accepted network security model is that there ex-
ists a boundary between internal and external hosts, but
this is often an oversimplification. Mobile clients may be
connected to many different networks, each of which
could have different levels of security and allow the sys-
tems to be exploited. Dino has produced a payload for
these systems that allows them to exploit a network once
the client returns.

The payload initially establishes a secure connection to a
server in order to download the rest of the payload. This
first stage needs to be small: in this implementation it was
approximately 1200 bytes. The second stage uses this se-
cure connection to download an execution environment
for the Lua scripting language to run the main attack.

The final stage is the attack within the network. It is writ-
ten in Lua to allow portability, and Lua environments often
simply wrap system calls, giving the script a large amount
of execution scope. The Lua scripting environment allows
the payload access to many common protocols such as
HTTP or FTP, allowing the malicious code to spread itself
further through the internal “protected” network.

There were some suggestions as to how the payload could
be further streamlined by only retrieving a Lua bytecode
interpreter rather than the entire execution environment,
and there was a discussion on using this proof-of-concept
payload with real-world attacks.

Exploiting Redundancy in Natural Language to Penetrate
Bayesian Spam Filters

Christoph Karlberger, Günther Bayler, Christopher Kruegel,
and Engin Kirda, Secure Systems Lab, Technical University
Vienna

Christoph presented one of the first papers designed to as-
sist spam producers. He was attempting to pass Bayesian
spam filters by reducing the spam score of a message using
word lists to replace key words. The resulting messages
were run through common spam filtering software to as-
sess the effectiveness of the word replacement.

The most common method for detection of unsolicited
email currently is through the use of Bayesian filters.
These give each piece of email a score based on factors
such as content and sender identification. The filters rate
the spam value of each word, and this rating is used to de-
termine whether a message should be filtered.

The principal idea of the work was to use the rating of
words to choose alternatives to high-scoring spam words.
Using the word lists from WordNet (wordnet.princeton
.edu), the high-scoring spam words were replaced; this
took some analysis of the grammar to allow for words with
multiple meanings.

The resulting email messages were run through spamassas-
sin and dspam filters, giving significantly lower scores for
messages that had passed through the word replacement
software. The results showed that although this technique
helps the messages to achieve a lower score, the inclusion
of URLs in most spam messages will still allow the filters
to reject the message.

F I V E M I N UTE M A D N E S S

The workshop concluded with a session entitled “Five
Minute Madness,” an opportunity for brief descriptions of
work in progress and suggestions for potential research
and ideas based on the works presented. The talks were
mostly based on potential attacks using botnets.

First up was a suggestion that blind SQL injection attacks
could be made less detectable by using the many nodes of
a botnet to reveal table information. The principle of this
was to use the distributed power of a botnet to increase
the size of the server logs and make tracing such attacks
much more difficult; it would also make automated detec-
tion more difficult, as no single host would be extracting
an entire database entry.

This was followed by an anti-spam-filter technique derived
from ASCII art. The idea was to convert the intended mes-
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sage to an image and then represent this using ASCII art.
The ASCII art could be based on real words that are not
considered to be associated with spam and therefore by-
pass most common spam filters.

Next came two suggestions for finding better uses for bot-
nets, particularly attacks that we have not seen. These
ranged from a distributed attempt to find private keys of
large organizations, to capturing audio and video on home
or office systems for blackmail or fraud purposes. A brief
debate followed about physical security between a user
and his or her own system, with regard to protecting the
user from the system.

The session was rounded off by a suggestion that DNS
traffic should be monitored, because the first lookup re-
quest for a domain, for example a botnet distribution server
or a phishing site, will come from the person who set it up
testing their work. This was disputed by some, suggesting
that most botnet controllers would route the traffic through
the botnet or Tor network to hide their tracks.

MetriCon 2.0:SecondWorkshoponSecurityMetrics

Boston, MA
August 7, 2007
Summarized by Dan Geer

MetriCon 2.0 was held on August 7, 2007, as a single all-
day, limited-attendance workshop, in conjunction with the
USENIX Association’s Security Symposium in Boston, Mas-
sachusetts. MetriCon 2.0 was the second meeting with this
name and topic, the first having been held a year before in
Vancouver. The self-selected organizing committee was co-
chaired by Betsy Nichols (PlexLogic) and Gunnar Peterson
(Artec Group). Also on that committee were Fred Cohen
(Fred Cohen & Associates), Jeremy Epstein (Software
AG), Dan Geer (Geer Risk Services), Andrew Jaquith (Yan-
kee Group), and Russell Cameron Thomas (Meritology).
Dan Geer is the principal author of these notes and as-
sumes full responsibility for any inadvertent reporting er-
rors. The agenda and presentation slides can be seen at
http://www.securitymetrics.org/content/Wiki.jsp?page
=Metricon2.0.

Seventy-three people attended (compared to forty-four at
MetriCon 1.0), predominantly representing industry (62)
rather than academia (5) or government (6) (comparable
numbers for MetriCon 1.0 were 30, 10, and 4). The meet-
ing lasted from 08:30 until something after 21:00, with
meals taken in-room, so as to maximize output—as may
be reflected below.

This second such event could perhaps have benefited from
more meeting time, but it is likely there will be another
and, in comparing this one to the last, the amount of
progress is best gauged by the sharp change from “I plan
to . . .” toward “I tried this and it turned out that . . .”—
which you are invited to consider a metric on MetriCon.

K EY N OTE “ D E BATE ” — D O M E TR I C S M AT TE R ?

This was not so much a debate as a point-counterpoint
from two keen observers.

M E TR I C S D O M AT TE R

Andrew Jaquith (Yankee Group), describing himself as
Dudley Doright, simply went straight to a list of “ten” rea-
sons why metrics matter:

1. Metrics quantify the otherwise unquantifiable.
2. Metrics can show trends and trends matter more

than measurements do.
3. Metrics can show if we are doing a good job.
4. Metrics can show if we are doing a bad job.
5. Metrics can show if you have no idea where you are.
6. Metrics build bridges to managers.
7. Metrics allow cross-sectional comparisons.
8. Metrics establish where “You are here” really is.
9. Metrics set targets.
10. Metrics benchmark yourself against the opposition.
11. Metrics create curiosity.

M E TR I C S D O N OT M AT TE R

Not to be outdone, Mike Rothman (SecurityIncite) started
by reminding us all that it is (way) too easy to count
things for no purpose other than to count them. He
wanted us all to “Stop thinking like a security person, or
all this metrics stuff will be a waste; you cannot measure
security, so stop trying.” This means that you measure, if
you measure at all, not just to measure for the purpose of
satisfying the counting instinct, but to make a difference.
Rothman’s own list of what matters includes:

1. Maintenance of availability
2. Preservation of wealth
3. Limitation on corporate liability
4. Compliance
5. Shepherding the corporate brand

Rothman went on to say, “Who cares what Jaquith’s (sepa-
rately published but widely quoted) ‘five characteristics of
a good metric’ are when we already know that Rothman’s
own list is what really matters?”

With that, Betsy Nichols (PlexLogic) exercised her role as
moderator by calling on the audience to ask questions.

D I S C U S S I O N

First up was a suggestion that there are, in fact, metrics
that speak to what Rothman was talking about, such as
Apdex. Rothman answered with a question of sorts: If you
don’t have time to burn, then shouldn’t you actually be
careful what it is you are measuring? Once made, using
the results of measurement takes time, but measurement
for no purpose is way too easy, making useless work for
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