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Introduction
Due to the wide availability of the Internet and intra-
nets, the use of multicast applications, such as document
sharing, collaborative groupware and multimedia deliv-
ery, has grown quickly. Another trend in software de-
velopment is rapid application development by using
off-the-shelf components.  Microsoft Component Object
Model (COM) [COM 95] has become a popular para-
digm for fast component integration.  In this paper, we
extend the COM object model to integrate with a multi-
cast transport protocol, called RMTP [Paul 96].  The
goal is to develop a framework that enables building
multicast applications from off-the-shelf components.
We demonstrate our initial results with a stock quotes
dissemination system.

COM over RMTP
RMTP is built upon the foundation of IP multicast, and
provides sequenced, lossless delivery of a data stream
from one sender to a group of receivers. There is little
correlation among the group of RMTP receivers. The
Internet Group Management Protocol (IGMP) estab-
lishes a way of joining and leaving multicast groups.
RMTP has been used commercially for data dissemina-
tion in wide area network where strong state consis-
tency among the receivers is not required.

COM specifies an architecture, a binary standard, and a
supporting infrastructure for building, using, and
evolving component-based applications. It extends the
benefits of object-oriented programming such as encap-
sulation, polymorphism, and software reuse to a dy-
namic and cross-process setting.

The overall architecture of COM+RMTP is shown in
the figure. We leverage many mechanisms from the
Distributed COM (DCOM) [Brown 96] technologies.
DCOM is an object-oriented RPC protocol. It provides
the infrastructure that allows a client process to create
server objects on remote machines and to invoke their
methods in a location-transparent way.  While the stan-
dard DCOM implementation is designed for one-to-one,
synchronous invocation, RMTP is used for one-to-
many, asynchronous invocation.  By encapsulating such
semantic difference in the channel and stub manager

components (see figure), we are able to implement our
system by exploiting the DCOM custom marshaling
mechanism to replace the RPC transport with the RMTP
protocol, while reusing standard proxy/stub components
provided by DCOM for data marshaling.

An Application
We use the COM/RMTP integration to implement a
stock quote dissemination system. A client gets the
stock quote from the Internet and makes COM method
calls to multicast the data to a display component run-
ning on many (server) machines.  The client and the
servers communicate through a well-defined COM in-
terface. It is interesting to note that, as we added more
types of data to be delivered, new client and a new in-
terface in the server were built to accommodate the
changes without breaking old clients.

Research Issues
There are several issues to be addressed in order to
make this framework practical: (1) a protocol to adver-
tise a group and its COM interfaces, (2) a mechanism to
handle multiple callbacks if servers need to notify the
client, and (3) a tool to automate the development of
multicast-aware components. We are currently working
on these issues and exploring potential applications.
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