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 OSN graph properties widely studied 
 More to OSNs than the “network”? 

 Large amount of information being disseminated 

 Real-time updates often reflect real events 

 

OSNs = HUMAN  Sensor Networks 



      
 

a real-time microblogging service 
 Users post 140 character updates (Tweets) 

 

 
 

 Twitter statistics: 

 Over 75 million users and counting 

 Over 30 million Tweets posted per day 



 Goal: Assess service availability using Twitter 
 

 Motivation for looking at availability: 

 Movement towards cloud-hosted services 

▪ 1.75 million businesses use Google Apps 

 2009 had a number of notable outages 

 Outages translate to lost revenue  

 

 

 

 

 

 



 OSNs offer a number of advantages: 

 Varied set of vantage points 

 Truly reflects user’s perception of availability  

▪ Ex: site too slow, images not rendering correctly, etc 

 No need to specify services a priori 

▪ Observe correlated failures 

 Recall: Great Gmail Outage of Sept. 1st,2009 



I tried to log on to Gmail this  

morning… anyone else  

seeing this? 



 
 

Gmail goes down,  

users cry to twitter 



 Introduction 
 Data Collection 
 Detecting Outage Tweets 
 Raising Alarms 
 Evaluation 

 Known Events 

 Unknown Events 

 Summary 



 Methodology: 
 
 
 

 
 

 Data Set: 

 2.8 Billion Tweets 

▪ Close to 800 GB of content 

 Tweets span 3 years 

 

Twitter API 

Amazon S3 

Controller 
80 Crawlers 

2.8 Billion Tweets 
Tweets span 3 years 

80 Whitelisted 

IPs 



 Topic detection intuition: 

 Labeled 878 Tweets from 4 outages: 
▪ Gmail (02/24/09), Hotmail(03/12/09), 

 PayPal (08/03/09), Bing (12/03/09) 

 Top Bi-gram: 

▪ “is down” (2.4%) 

 Top Hash Tag: 

▪ “#fail”(8.2%) 



 Predicate Heuristics:  

 Check whether entity X is down: 

▪ IsDown(X) 

▪ Contains “is down” 

 
 

▪ Fail(X) 

▪ #<entity>fail or #<entity>+#fail separately 

 



 
 
 

 

 

 IsDown(X) provides subject detection 

 Looked at 2 words surrounding entity 
during 5 service outages 

 “is down” in top 5 across all outages 



 Expect noise: 
 

 

 

1. No outage is actually occurring 

▪ Use Exponentially Weighted Moving Average (EWMA) 
 

 

 

2. Subject not an internet service 

▪ Check for IsDown and Fail occurring in some time window 

 

 
 



 High Level Methodology: 
 
 

 Compute on a per entity basis: 
 EWMA on IsDown count 

 

 Smoothed variance using EWMA and current count 

 Threshold using EWMA and variance 

 Check for consecutive threshold violations 

 Optionally: check for Fail predicate 
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 Creating validation set: 

 Searched/checked maintenance blogs 

▪ Flickr, Hotmail, Ning, LiveJournal, PayPal,Tmobile 

 Found  45 outage events 
 

 

 Using validation set: 

 Computed F-Scores for various parameter 
combinations and chose best 

 Alarm if threshold violated for 2 consecutive bins 
 

 

 

Bin Sizes: [5-15] min 
Half Lives: [5-30] min for α and [5-90] 
min for β 

Thresholds: [1-3] for ε and [1-3] for 
consecutive windows 



 
 

 
 
 
 Picked 8 well-known events 
 Ran detection methodology 
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 Good News:  
 Detected all 8 events 
▪  Also detected using Fail heuristic 

 Bad News: 
 Time to detect varies (10-50 min) 
▪ Delay time increases using Fail heuristic 

 Possible delay causes: 
▪ News reports imprecise? 

▪ Better outage tweet detection? 
▪ At 12:39 pm:  anybody else having problems getting on gmail? 

 

 

 



 Ran analysis on entire corpus 

 1+ million tweets expressing IsDown/Fail 
 

 Without checking for Fail predicate 

 5,358 “outages” spread over 1,556 entities 

 However, many false positive entities: 
 

 

attendance 
tourism 
visibility 
sun  
 

demand         
usage 
who 
mood 

pressure  
crime  
spending  
etc… 



 Solution: Combine with Fail predicate 

 Heuristic: Fail within 30 min. of signal 

 Produces 894 outages, 245 entities 

 
 

 Inspection of 245 entities reveals: 

 59 false positive entities 

▪ Heuristics not robust to sporting events 

▪ Examples: USC, Liverpool, Federer, etc 

 

 





 48 confirmed: 

 YouTube top with 11 

 Nine confirmed, two plausible 

 Nine Twitter service disruptions? 

 Errors tend to be transient 

 Third party applications retry posts: 

▪ Twitter is down once again :(( #fail 
#TwitterIsDown #TwitterFail 

-via TwitterFeed 

 



 



 35 confirmed (70%) 

 Span a variety of services 

▪ Azphel, WoW, Authorize.net, Netflix 

 Unconfirmed:  
 At least 3 look plausible:  

▪ YouTube on 6/19, Gmail on 4/13, Google Wave on 11/16  

 Wave Example: 

▪ wave is down, though I doubt if people noticed! RT 
@annkur: Twitter shows a whale .Google wave shows 
the entire Ocean when down :P 

 



 Explored application to service 
outages 
 Simple methods identify important events 

 

Future Work: 
 Improve outage tweet detection 
 Explore alternatives to EWMA 
 Monitor availability in real time 

 

 OSNs: multipurpose sensor networks 
 

 
 

 



Any questions? 


