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Abstract 

 
Xen is an x86 virtual machine monitor produced by the University of Cambridge Computer Laboratory and released 
under the GNU General Public License. Performance results comparing XenoLinux (Linux running in a Xen virtual 
machine) to native Linux as well as to other virtualization tools such as User Mode Linux (UML) were recently pub-
lished in the paper “Xen and the Art of Virtualization” at the Symposium on Operating Systems Principles (October 
2003). In this study, we repeat this performance analysis of Xen. We also extend the analysis in several ways, includ-
ing comparing XenoLinux on x86 to an IBM zServer. We use this study as an example of repeated research. We 
argue that this model of research, which is enabled by open source software, is an important step in transferring the 
results of computer science research into production environments.   
 

1. Introduction 

Repeated research is a well-respected model of investi-
gation in many sciences. Independent tests of published 
research are valued because they document the general 
applicability of results. In addition, repeated research 
often sheds new light on aspects of a work not fully 
explored in the original publication. 
 
In computer science, however, it is most common for 
researchers to report results from testing the software 
that they themselves have implemented. There are many 
reasons for this, including the wide variety of hardware 
and software platforms and the difficulty transferring 
fragile research software to a new environment. How-
ever, without independent trials, it is difficult to estab-
lish reported experience as repeatable fact. 
 
Computer systems researchers often note with dismay 
the number of great ideas that are not incorporated into 
production computer systems. We argue that encourag-
ing repeated research is an important step towards this 
transfer of technology.  Researchers who release their 
code to the open source community make a valuable 
step towards encouraging repeated research in computer 
science. 
 
In this paper, we present results that repeat and extend 
experiments described in the paper “Xen and Art of 
Virtualization” by Barham et al. from SOSP-03. 
[Xen03]. Xen is an x86 virtual machine monitor pro-
duced by the University of Cambridge Computer Labo-
ratory in conjunction with Microsoft Research and Intel 
Research. Xen has been released under the GNU Gen-

eral Public License at xen.sourceforge.net. 
 
In [Xen03], Barham et al. explore the performance of 
XenoLinux – Linux running in Xen. They compare per-
formance to native Linux as well as to other virtualiza-
tion tools such as User Mode Linux (UML) and 
VMWare Workstation.  They also examine how the 
performance of Xen scales as additional guest operating 
systems are created. 
 
In this paper, we first report the results of repeating 
measurements of native Linux, Xenolinux and User 
Mode Linux on hardware almost identical to that used 
in the Xen paper. Second, we present results comparing 
Xen to native Linux on a less powerful PC. Third, we 
evaluate Xen as a platform for virtual web hosting.  
Fourth, we compare the performance of benchmarks 
running in XenoLinux to the same benchmarks running 
in Linux on an IBM zServer that we won as a prize in 
the 2001 IBM Linux Scholar Challenge competition. 
Finally, we discuss our general experiences with re-
peated research. 
 
We structure the rest of our paper around a set of ques-
tions and their answers.  
 

• Can we reproduce the results from the SOSP-
03 Xen paper?  

• Could we realistically use Xen for virtual web 
hosting?   

• Do you need a $2500 Dell Xeon Server to run 
Xen effectively, or will a 3 year old x86 do the 
job?  

 



• How does a virtual machine monitor on com-
modity PCs compare to a virtual machine 
monitor on a mainframe specifically designed 
to support virtualization?  

• What have we learned about repeated re-
search?  

  
2. Repeat the SOSP-03 Performance Analy-
sis of Xen  
 
Our first task was to convince ourselves that we could 
successfully reproduce the results presented in [Xen03]. 
The paper itself contained clear details on their test ma-
chine – a Dell 2650 dual processor 2.4GHz Xeon server 
with 2 GB RAM, a Broadcom Tigon 3 Gigabit Ethernet 
NIC and a single Hitachi DK32EJ 146 GB 10K RPM 
SCSI disk.   
 
We had little trouble acquiring a matching system. We 
ordered a machine matching their specifications from 
Dell for approximately $2000.  If we had been repeating 
older research, reproducing an acceptable hardware 
platform might have been a significant challenge.  

 
The only significant difference in our system was the 
SCSI controller. Their controller had been a 160 
MB/sec DELL PERC RAID 3Di and ours was a 320 
MB/sec Adaptec 29320 aic79xx. Thus our first hurdle 
was the need to port the driver for our SCSI controller 
to Xen.  The Xen team was extremely helpful in this 
process and in the end we contributed this driver (and 
several others) back into the Xen source base. 
 
Our second hurdle was assembling and running all of 
the benchmarks used in the Xen paper including OSDB, 
dbench, lmbench, ttcp, SPEC INT CPU 2000 and 
SPECweb99. (The Xen team was quite helpful in pro-
viding details on the parameters they used for each test 
and even providing some of their testing scripts.) We 
generalized and extended their scripts into a test suite 
that would help save others this step in the future.   
 
In our test suite, we replaced SPEC INT and SPECweb 
as the details of the test are not made public and they 
are only available for a fee from SPEC [SPECWEB] 
[SPECINT]. (Open benchmarks are nearly as important 
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Figure 1a Relative Performance of Native Linux (L), XenoLinux (X) and User-Mode Linux (U). This data 
is from Figure 3 of [Xen03]. 
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Figure 1b Repeated Results, Relative Performance of Native Linux (L), XenoLinux (X) and User Mode 



as open source!)  Instead of CPU-intensive SPECINT 
2000, we chose FourInARow, an integer intensive pro-
gram from freebench.org [FourInARow]. We wrote our 
own replacement for the web server benchmark, 
SPECweb99, using Apache JMeter. We discuss our web 
benchmark in more detail in Section 3. 
 
Our final hurdle was that our initial measurements 
showed much lower performance for native Linux than 
[Xen03]. In comparing the details of our configuration 
with the Xen team, we discovered that performance is 
much higher with SMP support disabled.   
 
With those hurdles behind us, we successfully repro-
duced measurements from [Xen03] comparing the per-
formance of XenoLinux and UML to native Linux.  In 
Figure 1, we show the results from Figure 3 of [Xen03] 
and our results.  In Figure 1a, we show data from Figure 
3 of [Xen03] (minus the data on VMWare workstation). 
In Figure 1b, we show our results from performing simi-
lar experiments. The native Linux results are with SMP 
disabled in all tests. 
 
We add error bars to illustrate standard deviation where 
we ran at least 5 tests of each benchmark. OSDB on 
UML gave errors in the majority of runs. We received 
only one score for OSDB-IR and no scores for OSBD-
OLTP from all our tests. We are missing some meas-
urements for UML.  We investigated further, but were 
unable to determine a cause.  
 
Reporting standard deviation adds important informa-
tion about the reliability of a reported score. The stan-
dard deviation of most benchmarks is less than 1%. 
Dbench has a standard deviation of 14% and 18% for 
native Linux and XenoLinux respectively. 
 
In our tests, the relative performance of XenoLinux and 
UML compared to native Linux is nearly identical to 
the performance reported in [Xen03] as shown in Fig-
ures 1a and 1b. Our CPU-intensive and web server 
benchmarks are not directly comparable to SPEC INT 
and SPECweb99, but accomplish a similar purpose and 
demonstrate similar relative performance. 
 
In Table 1, we extract only the Xen bars from Figure 1 
for the benchmarks that are directly comparable: Linux 
build time, dbench, OSDB-IR and OSDB-OLTP. Our 
tests show Xen to be slightly slower relative to native 
Linux on three of the four repeated tests.  In each case 
the difference is less than 5%, but it is also outside the 
standard deviation that we measured. Because the dif-
ference is so small in this case, we don’t see a problem 
with the results in [Xen03]. However, it is a good illus-
tration of the value of repeated results in validating pub-

lished numbers. 
  
Our web server benchmark shows Xen to be better than 
native Linux with SMP disabled.  However, if we com-
pare to Linux with SMP enabled, Xen and native Linux 
are nearly matched as shown in [Xen03] Figure 2.  This 
is one frustration we had with the results in [Xen03]: 
some results are reported with SMP enabled and some 
with SMP disabled. The authors gave native Linux as 
much advantage as possible relative to Xen each time. 
This is certainly honorable, but it made repeating the 
results more difficult. 
 
Finally, we are ready to answer our first question: Can 
we reproduce the results from the SOSP-03 Xen paper? 
We have mentioned a few caveats, but overall the an-
swer is yes. We can reproduce the comparison of Xeno-
Linux and native Linux to within a few percent on 
nearly identical hardware. 
 
 
Performance  
Relative to 
Native 
Linux 

Xen  
Repeated 
 
(std deviation) 

Xen 
 SOSP-03 

Linux Build  0.943 (0.003) 0.970 
OSDB-IR 0.892 (0.024) 0.919 
OSDP-
OLTP 

0.905 (0.020) 0.953 

dbench 0.962 (0.182) 0.957 

Table 1 Comparing the Relative Performance of 
XenoLinux to native Linux in our repeated experi-
ments to the results in the [Xen03].  Numbers repre-
sent the percentage of the original Linux perform-
ance retained in XenoLinux. Numbers in parenthe-
ses are the standard deviation. 
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Figure 2 Comparing Xen to native Linux with SMP 
enabled to native Linux with SMP disabled for our 
web server benchmark. 



 
3. Xen and Virtual Web Hosting 

One of the stated goals of Xen is to enable applications 
such as server consolidation. In comparing Xen to 
Denali, [Xen03] page 2 states “Denali is designed to 
support thousands of virtual machines running network 
services which are small-scale and unpopular. In con-
trast, Xen is intended to scale to approximately 100 
virtual machines running industry standard applications 
and services.” 

We set out to evaluate the suitability of Xen for virtual 
web hosting. Specifically, we wanted to determine how 
many usable guests could be supported for the purpose 
of hosting a web server.   

[Xen03] includes a figure showing the performance of 
128 guests each running CPU Intensive SPEC 
INT2000. We hoped to begin by showing the perform-
ance of 128 guests each running a web server bench-
mark. However, when we went to configure our Dell 
Xeon server for this test, we ran into certain resource 
limitations. First, as they state in the paper, the hypervi-
sor does not support paging among guests to enforce 
resource isolation. Therefore each guest must have a 
dedicated region of memory. For the 128 guest SPEC 
INT test, they used 15 MB for each guest reserving 80 
MB for the hypervisor and domain0 [Pratt03].  This is 
not sufficient for an industry standard web server. Sec-
ond, they used raw disk partitions for each of the 128 
guests. The Linux kernel supports only 15 total parti-
tions per SCSI disk. Getting around this limit requires 
patching the kernel (as the Xen team did) or using a 
virtualized disk subsystem. We tried the virtualized disk 
subsystem in the Xen 1.0 source tree without success.  
We plan to evaluate the 1.1 source tree. 

If we were to increase the memory allocated per guest 
from 15 MB to a more typical memory size of 128 MB, 
we could accommodate only 15 guests plus domain0. 
To support 100 guests at 128 MB per guest would re-
quire over 12 GB of memory. At 64 MB per guest, 100 
guests would require over 6 GB of memory. In our 
Xeon server, the most memory we can support is 4 GB.  

We also wished to re-evaluate the performance of mul-
tiple guests running concurrent web servers under load. 
Figure 4 of [Xen03] compares 1-16 concurrent web 
servers running as separate processes on native Linux to 
the same number running in their own Xen guest. The 
results indicate little degradation even at 16 concurrent 
servers.  

Instead of using SPECweb99 to measure web server 
performance as in [Xen03], we wrote a replacement for 
it using Apache JMeter. JMeter is a flexible framework 
for testing functionality and performance of Web appli-
cations under load. More information including our 
JMeter test plans and documentation is available at 
http://www.clarkson.edu/class/cs644/xen.    

Table 2 shows the type and distribution of requests sent 
to the Web servers under test in SPECweb99 [SPEC-
WEB]. They base this distribution on an analysis of 
typical web server logs.  We instrumented JMeter to 
follow the same distribution of requests and placed the 
proper static and dynamic content on each server. 

SPECweb99 reports the number of simultaneous con-
nections that meet a minimum set of error rate and 
bandwidth requirements [SPECWEB]. If a connection 
does not conform to the requirements, it does not con-
tribute at all to the score. For our tests, we sent requests 
from JMeter engines on four remote clients. We do not 
factor out requests from “non-conforming” clients, nor 
do we limit the request rate from these machines. The 
tests complete after a specified number of requests have 
been issued. This number scales directly with the num-
ber of servers under test. We measured how many of the 
requests were returned correctly within 300 ms. We 
chose this value as a reasonable packet response time 
over a fast private LAN. 
 
Due to the difference in reporting, we cannot compare 
SPECweb99 results directly to the results from our web 
server tests.  Figure 3 reports our results for 1 to 16 
concurrent servers. We report results for native Linux 
both with SMP enabled and disabled. For Xen, we allo-
cated 98 MB for each guest in addition to domain0.  
 
Our results show that native Linux with SMP enabled 
retains high performance even with 16 concurrent web 
server processes under high load significantly higher 
than SPECweb99. XenoLinux drops off steadily as 
more guests are added. Linux with SMP disabled is 
shown for completeness. 

Thus, we are ready to answer our second question: 
Could we realistically use Xen for virtual web hosting? 
We have found Xen to be quite stable and could easily 
imagine using it for 16 moderately loaded servers. 
However, we would not expect to be able to support 
100 guests running industry standard applications. 
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Table 2 Type and Distribution of Web Requests 
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Figure 3 Web server performance for native Linux 
with SMP enabled, native Linux with SMP enabled 
and XenoLinux.   

 
 

 

4. Comparing XenoLinux to Native Linux 
on Older PC Hardware 

After reading [Xen03], we wondered how Xen would 
perform on an older PC rather than a new Xeon Server. 
So in addition to running on a 2.4 GHz dual processor 
server, we ran our tests on a P3 1 GHz processor with 
512 MB of PC133 memory with 10/100 3COM 
(3c905C-TX/TX-M Ethernet card) and  a 40 GB West-
ern Digital WDC WD400BB-75AUA1 hard drive. 
 
In Figure 4a, we first show the performance of Xen and 
native Linux on this older PC platform relative to native 
Linux on the Xeon server. Clearly raw performance is 
less on the older PC. In Figure 4b, we show the relative 
performance of Xen to native Linux on the older plat-
form to the relative performance of Xen to native Linux 
on the faster platform. On average, Xen is only 3.5% 
slower relative to native Linux on the older PC.  
 
Although the relative overhead is nearly the same on 
both systems, one disadvantage of the older PC is that 
we will be able to create fewer guests. For example, 
while we are able to create 16 guests with 128 MB of 
memory each on the Xeon server, we can create only 3 
such guests plus domain0 on the older PC. 
 
Thus, we are ready to answer our third question: Do you 
need $2500 Dell Xeon Server to run Xen effectively or 
will by 3 year old x86 do the job? No, an older PC can 
be used to efficiently use Xen, but only with a small 
number of guests.  

 

 

 

 

 

 

 

 

 

 

 



5. Xen on x86 vs IBM zServer 

Virtualization for the x86 might be relatively new 
[Denali02, VMWare], but it has been around for over 
30 years on IBM mainframes [VM370]. After reading 
[Xen03], it is natural to question how multiple Linux 
guests with Xen on x86 compare to multiple Linux 
guests on an IBM mainframe designed specifically to 
support virtualization.  This is especially relevant given 
the following posting from Keir Fraser of the Xen team 
to the Linux Kernel Mailing List: "In fact, one of our 
main aims is to provide zseries-style virtualization on 
x86 hardware!" [LKML03] 
 
In 2001, some of the authors won the top prize in the 
IBM Linux Challenge competition, a zServer. Specifi-
cally, we have an IBM eServer z800 model 2066-0LF 
with 1 processor and 8 GB of memory. It is connected 
to an ESS800 Enterprise Storage System via Ficon with 
2 channel paths from 1 Ficon card. This machine was 
valued at over $200,000. 
 
Our zServer is an entry-level model. The single CPU 
executes a dummy instruction every other cycle; a soft-
ware upgrade is required to remove this feature.  It 

could be configured to have up to 4 CPUs and up to 32 
GB of memory. In addition, we could get up to 8 times 
the I/O bandwidth with additional FICON controllers    
 
In Figure 5, we compare performance on the zServer to 
native Linux and Xen on both the new Xeon server and 
the old PC.  On the zServer, we ran Linux guests with 
the 2.4.21 kernel just as in our x86 native Linux and 
Xen tests.  For the zServer, it is specifically 2.4.21-
1.1931.2.399.ent #1 SMP.  We found that Xen on the 
Xeon server significantly outperforms the zServer on 
these benchmarks.  
 
At first, we were surprised by these results. However, 
results presented by IBM in “Linux on zSeries Perform-
ance Update” by Thoss show comparable performance 
for a modern z900 with 1 CPU [ZPERF].  In Figure 6, 
we present a graph similar to one in [ZPERF, p14] 
showing the performance of dbench on our zServer, our 
Xeon server and our older x86. As in [ZPERF], 
throughput for a one CPU zServer does not rise above 
150 MB/sec. However, we show a more significant deg-
radation for more than 15 concurrent clients. 
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Figure 4a Relative Performance of native Linux and Xen on new Xeon server.  
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Figure 4b Relative Performance of Xen to native Linux on the same platform. 



This comparison of our results to [ZPERF] leads us to 
believe that no simple software configuration enhance-
ments will improve performance on our zServer, and 
that our figures although generated on an older model 
are comparable to more recent offerings from IBM. 
[ZPERF] also gives dbench scores for zServers with 4, 
8 and 16 processors. Their results indicate that perform-
ance would be significantly better for a zServer with 
multiple processors.  For example, [ZPERF] page 14 
reports around 1000 MB/sec for a 16 CPU z900. We 
are also not testing all the features of the zSeries ma-
chines including high-availabilty, upgradability and 
manageability.  
 
In Figure 7, we add measurements using our web server 
benchmark of the zServer with 1 to 16 Linux guests to 
the data presented in Figure 3. Xen on the Xeon server 
and the zServer perform similarly with the zServer per-
forming better than Xen at 2, 4 and 16 guests, but worse 
at 1 and 8.  
 
Thus, we are ready to answer our fourth question:  How 
does a virtual machine monitor on commodity PCs 
compare to a virtual machine monitor on a mainframe? 
At least on our low-end zServer, Xen on x86 performs 
better for most workloads we examined. For a $2500 
machine to do so well compared to a machine valued at 
over $200,000 is impressive! 
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Figure 5 Performance on the zServer shown relative to native Linux on the Xeon server; Xen on the 
Xeon server as well as native Linux and Xen on the older PC also shown for comparison. 
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Figure 7 Web server performance on the zServer 
compared to native Linux with SMP enabled, native 
Linux with SMP enabled and XenoLinux  on a Xeon  
server. 

 
6. Experience With Related Research 

The Xen team did a great job of facilitating repetition of 
their results, including releasing the code open source, 
producing a trial CD and responding happily to ques-
tions. Still, we were surprised to find how difficult it 
was to reproduce these results!  It took a lot of investi-
gation to assemble a comparable test platform and to 
reproduce the tests as run in [Xen03]. In the process, we 
ported three device drivers, wrote over a dozen testing 
scripts, wrote our own web server benchmark and ran 
hundreds of trials of each benchmark. 

We make three main conclusions about repeated re-
search. First, it is difficult enough that it should not be 
left as an exercise to the reader. Having another group 
repeat the initial results and polish some of the rough 
edges is important to the process of technology transfer.  
Second, it provides important validation of published 
results and can add additional insight beyond the origi-
nal results. An independent third party is needed to ver-
ify the reliability of results reported, to question which 
tests are run, and to highlight some of the “spit and bail-
ing wire” still present in the system. Finally, it is a great 
way to gain experience with research. This paper was a 
class project for an Advanced Operating Systems class 
at Clarkson University. This experience gave us a better 
appreciation for research in computer science than sim-
ply reading the other 30+ research papers in the class. 

 

 

7. Conclusions 

We were able to repeat the performance measurements 
of Xen published in “Xen and the Art of Virtualization” 
from SOSP-03. We find that Xen lives up to its claim of 
high performance virtualization of the x86 platform. We 
find that Xen can easily support 16 moderately loaded 
servers on a relatively inexpensive server class machine, 
but falls short of the 100 guest target they set. Xen per-
forms well in tests on an older PC, although only a 
small number of guests could be supported on this plat-
form. We find that Xen on x86 compares surprisingly 
well to an entry model zServer machine designed spe-
cifically for virtualization. We use this study as an ex-
ample of repeated research and argue that this model of 
research, which is enabled by open source software, is 
an important step in transferring the results of computer 
science research into production environments.   
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