Reduci ng M emory Bandwidth for Chi P- of memory reads by 96% as all application accesses to incom-
M ultiprocessors using Cache I njection "9 retwork data hit the L cache. o
ur second experiment measures the execution time of the
application in processor cycles. Both cache injection and
prefetching outperform the base case as they both reduce
the number of cache misses. Prefetching reduces execution
time by 37% while cache injection by 30%. Prefetching
performs better because it fetches blocks to the L2 and L1
caches, while our cache injection implementation tardets t
13 cache. We expect that injections to the L2 will perform as
ood as prefetching or better.

Since cache injection reduces memory bandwidth for in-
coming network data, its benefits are directly proportidoal
the ratio of incoming network data and local data used by
the application. In addition, cache injection benefits éase
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Current and future high-performance systems will be ¢
structed using multi-core chips. These systems imposeshig
demands to the memory system. Lack of adequate m
ory bandwidth will limit application performance. To redc
memory bandwidth we propose to usache injection of in-
coming network messages. The objective of this work is to
demonst_rate_ pen_eﬂts Of. c_ache injection and provide a b%%%he pressure on the memory bus increases (several proces-
for studying injection policies. so

Current architectures place incoming network data into

rs).
: dit i h totch d Cache injection also presents some challenges. In our eval-
main memory an ',t IS up tp the processor to fetc 8tion, the application uses the data shortly after it is in-
into a cache. Fetching data into a cache is usually done;

: . 2 ¥ted into the cache. If the application does not use thee dat
prefetcr_ur_lg Wh'Ch an_t|C|pates accesses to blocks of mem X)mptly, cache injection may create cache pollution tgkin
Cache injection provides an alternative approach by péacip,q application’s working set out of the cache. Thus, the per

incoming network data directly into a processor's caches Thy 3 nce penefits of this technique rely omyaod injection
technique red.uces memory bandwidth by eI|m|nat|ngfeg:h|BO|iCy' This policy is dependent upon the usage pattern of an
data from main memory. application.
_ Inthis work, we quantify the difference between cache in- |, conclusion, cache injection (1) alleviates memory band-
jection and prefetching.  Through simulation we show: ({)igth in a zero-copy, OS-bypass environment typical for
cache |nJe_ct.|on _S|gn|f|cantly reduces memory bandwidtid; aRigh-performance applications, and (2) outperforms pcéfe
(2) cache injection outperforms prefetching on memory banfy on memory bandwidth. In addition, cache injection has a
width. In.add|t|on, cachg injection reduces execution t'”b%sitive effect on execution time by reducing executioretim
comparat_lvgly t.o p_refetchmg. ) ~ comparatively to prefetching. This work demonstrates ben-
~Cache injection is not a new idea and has been used in Rifys of cache injection on memory bandwidth and provides
vious work [2, 3] to improve uniprocessor application perfoy pasis for studying injection policies in a high-perforrean
mance in commodity protocols (TCP/IP). Our study extenglgmputing environment. Exploration of these policies re-
previous work by quantifying the difference between cacRgyins as future work. We plan on using information from

injection and prefetching in a zero-copy, OS-bypass envirgne 0S and the compiler to make such decisions.
ment which is typical for high-performance applications.
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