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ABSTRACT
In this work, we investigate the use of directional anten-
nas and beam steering techniques to improve performance
of 802.11 links in the context of communication between a
moving vehicle and roadside APs. To this end, we develop
a framework called MobiSteer that provides practical ap-
proaches to perform beam steering. MobiSteer can operate
in two modes – cached mode – where it uses prior radio
survey data collected during “idle” drives, and online mode,
where it uses probing. The goal is to select the best AP and
beam combination at each point along the drive given the
available information, so that the throughput can be maxi-
mized. For the cached mode, an optimal algorithm for AP
and beam selection is developed that factors in all overheads.

We provide extensive experimental results using a com-
mercially available eight element phased-array antenna. In
the experiments, we use controlled scenarios with our own
APs, in two different multipath environments, as well as in
situ scenarios, where we use APs already deployed in an ur-
ban region – to demonstrate the performance advantage of
using MobiSteer over using an equivalent omni-directional
antenna. We show that MobiSteer improves the connec-
tivity duration as well as PHY-layer data rate due to bet-
ter SNR provisioning. In particular, MobiSteer improves
the throughput in the controlled experiments by a factor of
2 – 4. In in situ experiments, it improves the connectivity
duration by more than a factor of 2 and average SNR by
about 15 dB.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Measurement techniques;
C.2.1 [Network Architecture and Design]: Wireless
Communications—Vehicular Communications
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Figure 1: Beam steering and AP selection to im-
prove connectivity.
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1. INTRODUCTION
Recently there is a strong interest in developing network-

ing techniques for moving vehicles, to enable wireless com-
munication between vehicles, or between vehicles and fixed
infrastructures near the road. Generally, three types of ap-
plications are emerging. First, communications between ve-
hicles can enable various traffic safety and traffic information
applications, developing the need for ad hoc communication
between vehicles [26, 30, 23, 43]. Second, cars can serve
as mobile sensors, providing a range of sensed information
involving information related to the car, driving condition,
road condition, traffic and environment – that can be up-
loaded into some form of “infrastructured” database to be
queried by other cars or by some monitoring application [28,
25]. Third, the ability to do a general-purpose Internet ac-
cess from cars can keep the car occupants entertained and
informed, and can potentially generate services and appli-
cations specifically for in-car use [16, 31, 39].

To succeed, these applications need good connectivity to
other vehicles or fixed access points (AP). While delay-tolerant
techniques [22, 36] can be designed to smooth out periods
of disconnections, end-to-end delay and possibility of lost
messages do increase with long periods of disconnections
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reducing the effectiveness of many applications. In experi-
ments reported in [16] regarding vehicular access of existing
WiFi networks in urban areas, the authors have observed
that the median connectivity duration to an AP is about 13
seconds, but the average inter-arrival times for “associable”
APs is about 75 seconds, indicating possible long periods
of disconnections. In addition the link-layer delivery rate is
about 80% even when connected, which would be considered
quite poor for TCP.

In this work, we will study a physical layer enhancement
– directional communication — to improve network connec-
tivity in vehicular context. By focusing energy in one di-
rection, a directional antenna can get a better transmit or
receive gain for a targeted direction compared to an omni-
directional antenna [42, 41, 37]. In addition, directional an-
tenna has the potential to provide a better immunity from
co-channel interference [42, 27, 37] and multipath fading
[14]. However, having a directional antenna alone is not suf-
ficient for a moving vehicle. The direction must be steered
appropriately for the best link quality. The steering must
be done on a continuous basis as the car moves so that good
connectivity can be maintained to the appropriate network
node. The beam steering should be done in such a way so
as to increase the duration of connectivity and improve the
link quality. See Figure 1.

1.1 MobiSteer Design Goals
Our goal in this work is to develop practical beam steer-

ing techniques so as to maximize the duration and quality
of connectivity between the moving vehicle and fixed access
points (AP). We address this goal by developing MobiSteer,
a 802.11-based mobile network node that uses steerable-
beam directional antenna to be specifically used in mov-
ing vehicles with the appropriate beam steering technol-
ogy. The current design of MobiSteer addresses the scenar-
ios driven by the second and third applications mentioned
above, where the vehicles access a fixed network (Internet)
using one-hop 802.11 links. We use 802.11b/g as the link
layer because of its wide availability, though much of the
techniques developed in this work are not link layer specific
and would apply as well to 802.11p based DSRC [3, 10], for
example.

In the model we consider, the roadside APs use regular
(omni-directional) antennas and the vehicle uses a steerable-
beam directional antenna. There are two reasons for choos-
ing such a model. First, omni-directional antennas are ap-
propriate on the APs, as they may be associated to multiple
vehicular nodes in different directions; thus to use direc-
tional antennas, they have to perform certain coordinations
with their clients so that the beam from the AP steer to the
right client at the right time. This is hard to do in a ran-
dom access environment. Second, use of this architecture
opens up the possibility of using existing 802.11 networks
[16] that are now deployed widely. This enables cars to di-
rectly use existing 802.11 public hotspots, mesh networks,
or even home networks that now blanket many urban re-
gions. Accessing home 802.11 networks from moving cars in
the neighborhood streets is attractive as most such 802.11
APs carry a broadband backhaul that is often idle [16].1

1The issue of security and open access are important in this
context. However, they are a matter of developing appropri-
ate application and protocol support, and is not our direct
concern in this paper. Some of these discussions can be
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Figure 2: Block diagram of directional antenna com-
ponents.

Given this model, we address the question of how the
directional antenna beam steering should be done for max-
imizing duration and quality of connectivity to fixed APs.
The quality of the link is determined by the PHY-layer data
rate that is possible in the link between the vehicle and AP.

When the moving vehicle hears multiple access points, the
decision of handoff arises. Essentially, the mobile node has
to decide which access point to associate and which beam to
use to communicate with the access point to get better con-
nectivity. This boils down to the problem of designing beam
steering techniques along with proper handoff decisions.

1.2 Contributions
The contributions in this paper are three fold.

1. We show that use of steerable beam directional an-
tenna with an appropriate beam steering technique
can provide a significant performance advantage over
using a fixed beam. An equivalent omni-directional
beam pattern is used as a comparison point.

2. We develop practical beam steering approaches for two
modes of operation – cached and online. In the cached
mode, radio survey data is collected during the idle
periods when the vehicle is not communicating with
the fixed infrastructure and a geocoded RF signature
database is created and maintained for frequently driven
routes. This database is used to drive an algorithm
that generates a trace of how beams should be steered
and handoffs initiated as the car moves along the known
route. In the online mode, on the other hand, no such
database exists. We develop simple heuristics for beam
steering and handoff based on lessons learnt from our
experimental study.

3. We perform extensive measurements in a controlled en-
vironment, where we deploy our own road-side APs
to aid performance data collection. We also provide

found in [16]. Community building efforts such as FON [4]
are also relevant in this context.
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Figure 3: The beam patterns for Phocus Array
antenna: (a) omni-directional; (b) two directional
beams. The concentric circles are 10db per division.
Taken from [1].

measurement data for accessing in situ networks [16],
where we drive around in urban areas with reasonably
dense population of 802.11 networks. The measure-
ments show the power of our designed beam steering
approaches.

The rest of the paper is organized as follows. In Section 2,
we provide a detailed description of the architecture of Mo-
biSteer. Section 3 describes the beam steering algorithm for
the cached mode of operation. Section 4 presents detailed
performance results for this mode. In Section 5 we dis-
cuss the online beam steering algorithm and also present the
performance results. Section 6 discusses the related work.
We conclude our paper and present the future work in Sec-
tion 7.

2. MOBISTEER ARCHITECTURE
In this section, we describe the architecture of MobiSteer.

First, we describe the hardware and software setup used in
our experiments. Next, we describe the two different modes
of operation, and then discuss methods of collecting data
that drive the techniques.

2.1 Hardware Setup
Our directional antenna set up uses electronically steer-

able Phocus Array antennas from Fidelity Comtech [1] for
the 2.4 GHz band used in IEEE 802.11b/g. The Phocus Ar-
ray antenna system consists of eight element phased arrays
driven by eight individual T/R (transmit-receive) boards
that receive radio signals from the wireless card via an eight
way RF splitter (See Figure 2). The phased arrays combine
radio waves by introducing different phase differences and
gains in the eight arrays [42, 1]. A T/R board is essentially
a vector modulator with bi-directional amplifier controlled
by software. Various beam patterns are possible by setting
the phases and gains in different boards. The antenna is
set to behave identically for transmit and receive, i.e., the
antenna gains for transmit and receive are the same.

The software control on the antenna to produce different
beam patterns is achieved via serial-line commands from
an embedded computer (a Soekris net4511 board [9]). The
Soekris net4511 embedded computer has a 100/133 Mhz
AMD processor, 64MB SDRAM and a compact flash card
interface used for storage. It also has a miniPCI and a PCM-
CIA interface. We use a 802.11 a/b/g miniPCI card based

on Atheros [2] chipset with an external antenna interface.
The embedded computer runs pebble Linux [8] with the
Linux 2.4.26 kernel and the widely used madwifi [7] device
driver for the 802.11 interface.

While many beam patterns are possible using the phased
array, the manufacturer ships the antenna with 17 precom-
puted patterns – one omnidirectional beam and 16 direc-
tional beams, each with an approximately 45◦ half-power
beam-width and low sidelobes. Each directional beam is
overlapping with the next beam and is rotated by 22.5◦ with
respect to the next, thus covering the 360◦ circle with 16
beam patterns. The directional gain is about 15dBi. Fig-
ure 3 shows the manufacturer provided beam patterns. In
the experiments reported in this paper, we have used only
the 8 non-overlapping beams out of the 16 beams to limit
the number of experiments. Because of the overlapped na-
ture of the beams, we found in our early experiments that
the advantage gained from use of all 16 beams is marginal.
We refer to the omni-directional beam with beam index 0
and the 8 directional beams we use with beam indices 1 to
8. Adjacent beams are numbered successively.

In order to get the location of the vehicle along the route
it travels, we use a USB-based Garmin [5] GPS receiver in-
side the car that is connected to the embedded computer
via a PCMCIA-to-USB converter. This GPS receiver pro-
vides a position accuracy of less than 3 meters 95% of the
time. The embedded computer is powered via a PoE inter-
face. We used the car battery and a PoE injector for power.
For convenience, we will refer to the entire vehicular setup,
including the embedded computer with 802.11 and GPS in-
terfaces and the directional antenna as the MobiSteer node,
in the rest of this paper. The setup is shown in Figure 4(a)
and (b).

In Figure 4(c), we show the embedded router platform for
the APs we use for our controlled experiments described in
Section 4. The APs are Soekris [9] net4826 router boards
with similar Atheros based 802.11 a/b/g miniPCI cards con-
nected to regular rubber duck omnidirectional antennas.
The APs also run the same base software (pebble Linux
and madwifi driver) as the MobiSteer node.

2.2 Software Setup
The directional antenna beam pattern is changed via send-

ing a serial line command from the embedded computer.
The antenna vendor, Fidelity Comtech, supplied us with a
patched madwifi driver, which implements an interface for
user level programs to control the antenna beam patterns
through the /proc virtual file system in Linux. On receiv-
ing a command via the /proc interface, the madwifi driver
sends the command to the antenna controller over the serial
interface and initiates a busy loop in the driver for 150 µs
in order for the beams to stabilize. This is the nominal
beam switching latency. We found that the /proc interface
method added a huge delay in user to kernel communica-
tion(75 ms). So, we implemented a Linux ioctl() interface
for controlling the antenna that incurred only an additional
delay of 100 µs. Including this overhead, the total beam
switching latency is 250 µs.

The madwifi driver allows creation of additional raw vir-
tual interface (ath0raw) for a physical wireless interface.
The virtual interface allows reception of all 802.11 frames
(control, management, data) as if in the monitor mode,
while the main interface can still operate in the ad hoc or in-
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(a) (b) (c)

Figure 4: Hardware setup: (a) MobiSteer node – open; (b) MobiSteer node – in cover and mounted on a car;
(c) embedded router platform for APs in controlled experiments.

frastructure mode. We modified Kismet [6], a popular wire-
less packet sniffer software to optionally capture all pack-
ets received on the raw virtual interface. Kismet communi-
cates with the GPS server, running as a daemon (gpsd), and
stamps the current time and GPS coordinates with each re-
ceived frame from any AP. Each received frame (from APs)
is also annotated with an index for the current beam pat-
tern on the antenna, the current channel, the PHY-layer
data rate and the SNR (Signal to Noise Ratio). The SNR,
data rate, channel information for each received frame is ob-
tained from the radio-tap header appended by the madwifi

driver for each received frame. The entire frame with this
annotated information is logged during the drive. We refer
to this logged data as the RF signature database. This is
built during the idle periods of the MobiSteer node when it
is not communicating. This is used for later analysis.

2.3 Operational Modes
MobiSteer operates in two modes – cached and online.

The cached mode is applicable when the car is in a familiar
driving route (e.g., home to work). As noted before, the RF
signature database is populated and maintained whenever
the MobiSteer node is not in communication. This database
is used later to drive an optimal beam steering and AP se-
lection algorithm discussed in Section 3, when the MobiSteer
node wishes to communicate and is on a “familiar” route.
Thus, any “idle” drive provides MobiSteer with “samples”
for the multidimensional <location, timestamp, AP, chan-
nel, datarate, beam, SNR> dataset. More drives on the
same route provides more samples and thus better statisti-
cal confidence. We use an averaging technique (described
in Section 3.1) for use in our algorithm. We have ignored
a few practicalities such as AP churn in our current work;
however, this can be easily accommodated in our technique
by providing more weight to recent samples, ignoring APs
not heard recently, etc.

The applicability of the cached mode technique is not lim-
ited to the routes driven by the same user. It is possible to
share RF signature databases by multiple MobiSteer nodes.
For example, databases could be uploaded to a central server
and all nodes can benefit from such shared database. When-
ever a user wants to travel a particular route, she can down-
load the RF signature database, run our algorithm on it to

get an optimal beam steering and AP selection pattern for
the route. The CarTel [25] architecture is a perfect frame-
work of how this can be done. The issue of sharing, however,
is orthogonal to our work here. For the cached mode of op-
eration, MobiSteer must know the projected route and an
estimated speed of the car along every point on the route.
We assume that such information is available from the nav-
igation system and/or prior driving history.

In the online mode of operation, no such database is avail-
able. This mode of operation is used when the user travels
in a previously untraveled route and wants to communicate
with APs in the route. Here, the MobiSteer node scans
the environment in all the beams and channels using active
probing (discussed in the next section) and chooses the best
beam and AP combination depending on the SNR values
of the probe response frames received. This mode of oper-
ation is discussed in detail in Section 5. Figure 5 presents
an overview of the modes of operation of MobiSteer. Note
the possibility of switching between the modes of operation
during the drive. A hybrid mode of operation is also possi-
ble, though we do not explore this here. MobiSteer switches
to data collection whenever it is idle.

2.4 Data Collection
Two methods of data collection are used to build the RF

signature database – passive scanning and active probing.
Active probing is also used for the online mode of opera-
tion. In both these methods, the frames received at the
MobiSteer node are used to infer the quality of the link be-
tween the AP and the MobiSteer node in both uplink and
downlink directions. It is acceptable to assume that uplink
and downlink qualities are similar. This is because the radio
propagation characteristics are symmetric and the antenna
transmit and receive processing are identical by default.

In passive scanning, the MobiSteer node scans for any
frame from APs using the monitor interface (ath0raw in our
case) on all antenna beams staying on each beam for about
200ms. This is done for every channel in sequence. The
interval 200ms is selected due to the fact most APs broad-
cast beacons at the default interval of 100ms. Thus, 200 ms
provides enough opportunity for the car to receive at least
one frame from any neighboring AP when the surrounding
medium is idle. For a fast moving vehicle, however, 200ms
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Figure 5: MobiSteer operation.

holding time for each beam can be too long. For example,
with 9 beams (8 directional and 1 omni) the complete scan
on 11 channels takes 9×11×200 ms = 19.8 sec. At 100 km/hr
the car can move 550m during this time. Compare this with
the typical range of an AP, which is 150m according to [13].
This distance can be enough for the car to miss beacons
from some APs. From our experience in data collection us-
ing passive scanning, we feel that this rarely would present
a problem, as the data collection is likely to be repeated
many times along the same route. Given the randomness
in beacon generation and driving speeds, we expect that all
APs would be heard over time on the beams/channels they
are supposed to be heard. Also, several optimizations can
be used. For example, from our own wardriving experience
in connection with this work, we found over 90% of the APs
are in channels 1,6, and 11. Here, the scanning time can be
reduced significantly by scanning only in these three chan-
nels.

The second method of data collection is to use active
probing to build the RF signature database faster. In ac-
tive probing, we do not wait for beacons; instead the Mo-
biSteer node sends out periodic probe request frames and
record probe responses from the APs. Our software gener-
ates probe request frames that can be sent at customizable
intervals. These probe request frames have the same format
as those used in 802.11 probe request frames. Similar to
passive scanning, in each channel, the MobiSteer node cy-
cles through all 9 beams. Whenever a node sends a probe
request frame, it takes about 30ms for the AP to send back
the probe response frames. So with each beam it first sends
out a probe request frame and wait for 30ms to gather probe
responses, before switching over to the next beam.

Evidently, active probing allows quicker sampling, and
thus gets more samples per drive. Figure 6 shows this. This
data is based on 8 drives on the same 5 km route with active
and passive probing near Stony Brook university campus
with a fairly dense population of APs. It is thus possible
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Figure 6: Performance of active probing vs. passive
scanning in building RF signature database.

that a stable RF signature database can be built with lesser
number of drives on the same route when active probing is
used. Either passive scanning or active probing can be used
to support the cached mode of operation. However, active
probing is exclusively used in the online mode to reduce the
scan time. It is also possible to update the RF signature
database when the MobiSteer node is actually communicat-
ing. Data packets then simply act as probes.

3. CACHED MODE OPERATION
The cached mode of operation rely on an existing RF sig-

nature database collected during “idle” drives. The idea
here is to utilize this existing data to choose (i) APs along
the route to connect to and (ii) appropriate directional beams
to use. This is to be done at all points on the route. The
goal is to maximize performance in terms of data transfer
rate.

3.1 Optimal AP and Beam Selection
The data collection phase (either passive scanning or ac-

tive probing) builds the RF signature database with tu-
ples like <location, timestamp, AP, channel, datarate, beam,
SNR> for a trajectory of interest, where AP denotes the
BSSID and MAC address of the AP, channel is its channel,
beam is an indicator for the beam used to receive this frame,2

SNR is the Signal to Noise ratio value of the received frame,
location is the GPS coordinates where the frame is received,
timestamp is the time at which the frame was received and
datarate is the PHY-layer data rate of the frame.The cached
mode of operation uses an optimal AP and beam selection
algorithm that computes the best AP to associate with at
every point in the trajectory and the best beam to use to
communicate with this AP.

To develop this algorithm, we first discretize the problem
from practical consideration. We break the trajectory into
segments of length ∆ and assume that any AP or beam
selection decision is taken only at the start of a segment. In
each segment, we scan all beams on all channels to gather
data samples. The value of ∆ depends on the average speed
of the car along the route and the time it takes to completely

2We assume that the antenna orientation with respect to
the car is fixed in order to have a common representation
for a beam.
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Figure 7: (a) Notion of representative trajectory.
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scan all beams on all channels. Two values of ∆ are used
in the experiments we report, 5m and 40m, depending on
the average speed of the car in the environments the studies
were done.

In the data collection phase for the same route, the vehicle
is likely to drive on slightly different trajectories on different
runs. This is true even when the car is always driven on the
same lane. Even if it is on the exact same trajectory, there
is no guarantee that the locations provided by the GPS is
exactly the same because of GPS accuracy issues. Thus,
there is a need to compute some notion of a representative
trajectory for a driving route. See Figure 7. There could
be many ways to do this – for example, (i) by merging all
location coordinates in the RF signature database for the
same route and then interpolating a smooth path through
them, or (ii) computing an average trajectory from the in-
dividual trajectories for each run, or (iii) by simply picking
any one trajectory as the representative. We used the third
method to save computational effort. The trajectories used
in our study were quite close, and the actual method will
have little influence on the results, if any.3

Every RF database tuple, collected during different runs
of the same route, is mapped onto a point on the repre-
sentative trajectory that is closest to the location of the
tuple. See Figure 7. For every segment of length ∆ on the
representative trajectory, all such tuples mapped onto this

3In our experiments, we always stuck to the same lane. We
have anecdotal evidence that two lane roadways can still be
approximated quite well using a single trajectory. We do
not have experience with wider roadways, where it may be
possible that we need more than one trajectory to represent
a driving route.

segment are analyzed to compute the best AP and beam for
this segment. This is done by computing the average SNR
for each AP and beam combination and selecting the best
beam for each AP for every segment. This will be used in
the algorithm in Section 3.1.1.

Recall that the beam steering latency is about 250µs. This
is negligible compared to the travel time in a segment. For
example, for a segment of length (∆) 5m, even at a very high
speed of 120km/hour, the travel time is about 150ms. Even
at this small segment size and high speed, the beam steering
latency is around 0.1% of the travel time. We have used 5m
as the lower bound of the segment length ∆. A smaller
length is meaningless as it becomes comparable to GPS
accuracy limits. Sometimes we have used higher lengths
(upto 40m) because of some practical limitations we had. A
small segment length implicitly requires a rich RF signature
database with a dense set of samples. When driving speed
is higher, samples collected become sparser – thus, for the
same sample density, more runs are required.

While beam steering latency can be ignored, handoff la-
tency may not be negligible. This may vary from a few ms to
several 10s of ms, depending on whether channel is changed
and/or authentication is used [32].4 Since handoffs could be
expensive at high speeds, the latency must be factored in
the optimal AP and beam selection algorithm. This can be
done in the following fashion.

3.1.1 Optimal Handoff Algorithm
Assume that the vehicle speed is known for each segment.

This can be estimated from the RF signature database tu-
ples at the time of computing the representative trajectory.
At start of a segment i, we need to make a decision about
the AP to use for this segment. Assume that the speed of
the car is si at segment i and that the handoff latency when
handing off from AP k to AP j is h(k, j). Then, with this
handoff latency, the useful time in segment i is given by

t(i, k, j) =
∆

si

− h(k, j).

Note that h(k, k) = 0. If the estimated average PHY-layer
bit rate when associated with AP j in segment i with the
best beam is r(i, j), then the maximum number of bits that
could be transferred in segment i is r(i, j)t(i, k, j) with this
handoff. Here the quantity r(i, j) represents the link quality
between AP j and the car within segment i.

Based on this, a simple dynamic programming algorithm
can compute the best AP for each segment of the trajectory
such that the aggregate number of bits transferred can be
maximized. The algorithm is as follows:

for i = 2 to Number of segments do
for j = 1 to Number of APs do

best(i, j) = max∀k(r(i−1, k)t(i−1, k, k)+r(i, j)t(i, k, j))
prev(i, j) = k value for which the previous quantity
is maximized.

end for
end for

After this algorithm is run, the maximum best(N, j) is picked
for the last segment (N). Assume that this is best(N, m).
Then, prev(i, j) is traced backwards as prev(N,m), prev(N−

4Note that in WLAN deployments handoff latency is much
higher because of probing. But probing is not needed here.
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Figure 8: Two environments for the controlled experiments: (a) a large empty parking lot in the Stony
Brook university campus, (b) a student apartment complex in the same campus. The black dots show the
AP locations and the black arrow shows the driving route.

1, prev(N,m)), etc., thus enumerating the best AP for each
segment i. If no AP is visible for some segment i on the
trajectory, a designated null AP is assumed (with bit rate
r(i, null) = 0) so that the algorithm can run correctly.

This computed AP and beam combination for each seg-
ment is used to drive the beam steering and handoff of the
MobiSteer node. Note that the algorithm is quite general.
We have justifiably ignored beam steering latency and pre-
selected the best beam for each AP in each segment. How-
ever, if the beam steering latency is high in a different hard-
ware set up, it can be accounted for in a similar fashion as
handoff latency.

In certain scenarios we can only measure the average SNR
values within a segment and cannot estimate the average
PHY-layer data rate. For these cases we can run the above
optimal algorithm using average SNR values for r(i, j). The
algorithm determines the optimal AP and beam combina-
tion for each segment that maximizes the average SNR for
the trajectory. Note also that the speed of the car is an input
the algorithm and thus must be estimated. The algorithm
must also know the route. We assume that this information
is available from the navigation system or from prior driving
history that can be cached.

4. CACHED MODE: EXPERIMENTAL
RESULTS

In this section, we provide a detailed performance evalu-
ation of the optimal AP and beam selection procedure de-
scribed in the previous section.

4.1 Scenarios
We will use two scenarios for our experiments to evaluate

our beam steering algorithm. The first is a “controlled sce-
nario” where we deploy our own APs. See Figure 4(c) and
associated description for the AP architecture. We use two
specific controlled scenarios - (a) a large empty parking lot
in Stony Brook University campus without any neighboring
buildings and large trees — offering a virtually multipath-
free environment with little, if any, external interference, (b)
the graduate students’ apartment complex in the same cam-
pus — offering diametrically opposite environment, rich in

both multipath and external 802.11 traffic. See Figure 8 for
the satellite image to get some understanding of the envi-
ronments.

We use only one AP in the parking lot. It has been hard
to use more than one AP gainfully in such a“clean” environ-
ment! However, we use five APs in the apartment complex.
Here, the APs are carefully located so that at each point
on our driving route, typically two APs are always heard
and all points on the driving route are covered by at least
one AP. This controlled set of experiments demonstrates the
beam steering advantage by doing actual measurements of
link-layer data transfer rate between the MobiSteer node
and the APs. The APs are run on the same channel. Us-
ing just one channel in the experiments removes the channel
variable from our experiments and lets us concentrate on
only the beam steering aspect – the main focus of our work.

The second scenario uses “In Situ” wireless networks [16]
in various urban roadways near Stony Brook University cam-
pus. This set of experiments demonstrate the beam steer-
ing advantage when using the APs that are deployed in an
uncoordinated fashion in urban areas. Here also one sin-
gle channel is used for the experiments. The most popular
channel (channel 6, which is configured as the default chan-
nel in most commercial wireless routers) is used so that we
can have most APs visible to the MobiSteer node.

In the In Situ experiments, we did not perform actual
data transfers. There are a couple of reasons for this. First,
this would restrict us using only open APs. We found that
only 22% were open in our drive! Such a low fraction is
atypical. We conjecture that in university and high-tech
industrial areas (as ours) more wireless users know and care
about security. Second, this would also require us to do
statistically significant load tests that may interfere with the
activities of the owners of the concerned networks. Thus,
we have restricted load tests to only controlled scenarios. In
In Situ scenarios SNR measurements coupled with coverage
results are used to estimate performance advantages.

4.2 Collecting and Analyzing Data
In this section we first describe how we have collected data

in the controlled scenario. Then we analyze the collected
data for interesting properties.
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Figure 9: Performance for individual beams for one specific AP along the driving route.
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Figure 11: Estimated and observed performance on the best <AP,beam> along with the omni-directional
beam performance for the entire path.

The APs operate in pseudo-ad hoc mode and continuously
unicast 1000 byte UDP packets to the MobiSteer node at
a constant rate of 300 packets/sec. The ad hoc mode is
chosen instead of infrastructure mode so that the MobiSteer
node can receive packets from any AP rather than only the
specific AP it is associated to. This enables us to exclusively
study the beam steering part of our algorithm. If and when
the MobiSteer node receives any packet it records the tuple
<location,timestamp, AP, channel, datarate, beam, SNR>
as indicated before. The default auto-rate algorithm [15] in
the card driver is used for rate adaptation.

The data collection in the controlled experiments is done
fairly conservatively to eliminate any source of error. In
order to eliminate any possibility of missing packets due to
beam steering delays (which is already negligible), only fixed
beams are used for each drive and beams are switched only
between drives. So a set of 9 drives on the same path gives
us data on each of the 8 directional beam plus the omni-
directional beam. Each drive is done in a very slow speed
(about 10 miles/hour). Segment length ∆ is assumed to
be 5m. Because of the slow speed, each segment receives
enough packets to populate the RF signature database. We
have done 8 such sets of drives on different days and times
in order to analyze the variability of the data. Recall that
we are using one channel as all our deployed APs are in the
same channel.

Figure 9 shows the number of packets received per second
on different beams in every segment of the drive based on
the average statistics from the entire RF signature database
collected over all the 8 drives. We also show the PHY-layer
data rates with which these packets were received. When

we did the parking lot experiments (Figure 9(a)) we used
802.11b. When we moved over to the apartment complex
experiments (Figure 9(b)) we realized that we could take ad-
vantage of the higher data rate in 802.11g. So the plots have
different data rate ranges. In any case, we will only quali-
tatively study them and not compare across them. In the
apartment complex experiments (Figure 9(b)) we show the
results for only one AP out of the five available for brevity.
Plots for the other APs are qualitatively similar.

In the parking lot experiments (Figure 9(a)), we can clearly
see how the performance of different beams vary as the Mo-
biSteer node moves along the path. The performance im-
proves as the car approaches the AP and then slowly fades
as the car moves away from the AP. Also, the location of
the peak performance shifts gradually as beams are changed
from 1 to 2, 2 to 3 etc. Beams 6, 7 and 8 do not perform
well as they are pointing to the opposite direction. The omni
beam has only modest performance. The best beam (plot la-
beled MobiSteer) performance at every segment clearly out-
performs any fixed beam and is significantly better than the
omni beam. The aggregate throughput improvement over
omni is more than twice.

In the apartment complex experiments (Figure 9(b)), the
results are similar. However, given the rich multipath envi-
ronment the shift in the peak performance point from beam
to beam is not as clear any more. Also, no beam is clearly
very poor. Unlike the parking lot, all beams achieve good
data rate and offer similar connectivity durations. However,
the best beam (labeled MobiSteer) clearly outperforms any
individual beam and the omni beam. Here, the aggregate
throughput improvement over omni is more than four times.
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This set of plots brings out the potential of using beam
steering as it exploits the beam diversity. There is also an
improvement in the duration of connectivity by using beam
steering compared to using omni-directional beam. This im-
provement is about 75% and 50% respectively in the two
experiments. In addition, we notice that the unicast trans-
missions occur more often at higher PHY-layer data rates
when using the best beam as compared to using the omni-
directional beam. This is because the auto-rate algorithm
switches to higher PHY-layer data rate when the number
of packet retransmissions reduce. Since unicast data trans-
missions from an AP to the MobiSteer node includes syn-
chronous ACK transmissions on the reverse direction, lower
packet losses for unicast transmissions also imply that both
uplink and downlink quality have improved, Going forward,
for brevity we restrict our analysis to the apartment complex
experiments only. This evidently offers a more challenging
environment. Also, we have more APs in this environment
to study AP selection.

Next, we analyze the variability of the collected data in
the RF signature database over different drives in the same
route. This is important, as more variability will require
collection of a large number of samples and will make the
entire process less reliable. Figure 10(a) shows the average
PHY-layer bit rate for the best <AP,beam> combination at
each segment. The average is made over the 8 runs. The
90% confidence interval is also shown. While variations are
indeed present, they are not significant. On careful analysis
we also noted that the variations are a bit higher in the parts
of the route which was surround by buildings on all the sides.
We conjecture that this variation is due to the severity of
multipath fading problem due to too many reflections.

Figure 10(b) shows the variability from another perspec-
tive. It shows how much the best <AP,beam> selection
would vary if the algorithm is run separately on the data
set of each individual drive. It uses one of the drives as a
reference and plots the difference in beam numbers for the
best beam (recall that adjacent beams have successive beam
numbers) over segments for each drive. The AP selections
are not shown as the runs rarely differed on the selection of
APs. The results show that both AP and beam selections
are quite stable, and whenever the beam selection does vary,
often an adjacent beam is selected. The plots use a notion
of variation threshold where the beam selection process ig-
nores variations in the bit rate values that are below certain
threshold. For example, the plot shows that if a difference
of 1 Mbps is acceptable, then 70% of times there is no dif-
ference in the best beam selections for different drives, and
83% of the times the beam selections remain within adjacent
beams.

So far, we have only analyzed the collected data. To
evaluate the performance of the optimal beam steering and
handoff algorithm as presented in the previous section, we
run the algorithm on the aggregate RF signature database.
Since the PHY-layer data rate is available, the data rate –
rather than SNR – is used for the best beam selection. The
algorithm provides the best <AP,beam> for each segment
that would maximize the overall throughput.

4.3 Optimal Steering Results
We run the APs in pseudo-ad hoc mode as before with

the same traffic. The MobiSteer node now steers the beam
and selects APs following the algorithm output. No real
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Figure 12: Measurement data demonstrating the re-
lationship between SNR and PHY-layer datarate in
our setup.

handoff is done, as the MobiSteer node receives packets from
all APs in the ad hoc mode. The MobiSteer node simply
ignores packets from APs other than the one selected for the
current segment. The beam steering is done as follows. The
GPS receiver on the MobiSteer node continuously samples
locations, maps the sampled location to the nearest point on
the representative trajectory and determines the segment
the vehicle is on. At the time of a segment change, the
MobiSteer node steers the beam indicated by the best beam
pattern from the algorithm.

Figure 11 shows the observed and estimated performances
on the best <AP,beam> for every segment on the drive.
The estimated performance is derived from the dataset that
generated Figure 10(a). The observed performance is an
average of 4 runs. The observed performance is close to
the estimated performance with some variations due to the
temporal changes in the propagation environment. A careful
visual inspection also reveals that the difference is greater at
the portions where large variability has been observed in Fig-
ure 10(a). The observed performance is significantly higher
than the performance when using the omni-directional beam
alone.

4.4 Experiments with In Situ Networks
The previous experiments in a controlled setting have es-

tablished the power of directional beam steering and the
viability of cached mode of data collection and computation
of optimal steering and handoff. However, the experiments
have been done in a controlled setting with carefully planned
deployment of the 5 APs with good visibility everywhere on
the driving route. We will now study the power of our cached
mode technique using 802.11 APs normally present in urban
environment.

For these experiments, we drove around the urban ar-
eas in the surroundings of Stony Brook university campus
on different days and collected AP information using ac-
tive probing. The route through which we drove (about
5 km) have both offices and homes on both sides of the
road. The average speed along this route is around 30–40
miles/hour. Initial scouting runs through these routes re-
vealed that a very high percentage of the APs were tuned
to channel 6. So, for the experimental data collection, we
used channel 6 alone. Our dataset consists of 307 unique
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Figure 13: (a) Average SNR from In Situ APs in each 40 meter segment along the route with beam steering
and with omni-directional beam. (b) Distance along the route each AP was heard with beam steering and
with omni-directional beam.

APs. Since the probe response frames are all sent using
the same datarate (1Mbps in our case), we use the SNR of
the received frames to determine the quality of the link. A
set of independently performed micro-benchmarks demon-
strates that SNR indeed impacts on PHY-layer data rates
in our setup. See Figure 12. Clearly, with higher SNR the
probability of the link using a higher data rate is higher.

We employ our algorithm on this data set to study the
performance of MobiSteer and using omni-directional beam.
A segment length (∆) of 40m is used to factor in the higher
driving speed. Figure 13(a) shows the CDF of the average
SNR in each 40 meter segment along the route driven dur-
ing the data collection. For each segment, we compute the
average SNR for the frames received using omni-directional
beam and the maximum of the average SNR for the frames
received using each directional beam. This clearly shows the
advantage of using directional beams as better SNR helps in
achieving better PHY-layer data rate improving the quality
of connection between the vehicle and the fixed access point.
The median SNR on omni beam is around 2dB and using
directional beams is around 17dB. Referring to Figure 12
this presents a significant improvement in data rate.

Figure 13(b) shows the distance for which each AP along
the route is heard using omni-directional beams and beam
steering. This plot ignores some outliers, where some APs
are heard only for a very brief interval (1m or less). This
plot shows the usefulness of MobiSteer to improve the con-
nectivity duration. The median connectivity duration with
an AP (note that this is different from AP range) improves
from 40m with omni beam to more than 100m with MobiS-
teer.

5. ONLINE MODE
The cached mode of operation described in Section 3 is ap-

plicable only when the RF signature database for the route
is available. When the MobiSteer node ventures into a com-
pletely new environment, AP selection and beam steering
must be done in an online fashion. In this section we present
a simple online heuristic to scan the environment on-the-
fly and choose the best <AP,beam> combination. We will
study only the beam steering aspect as handoff and AP se-
lection techniques are well investigated in literature [29, 34].

For online beam steering, active probing is performed over
all beams and channels and the SNR values on all probe
responses are recorded as described in Section 2.4. This
is called a probing phase. After the probing phase, the
<AP,beam> combinations, where any probe response is re-
ceived, are ranked in a table T according to the average
SNR values of the probe responses. The MobiSteer node
then associates with the AP APi, if < APi, beamj > has
the highest SNR in table T . This < APi, beamj > combi-
nation is continued until d consecutive packet drops, when
the next best beam (say, beamk) for the same APi is se-
lected, if < APi, beamk > exists in table T . This continues
until no other beam for APi exists in T , or the last selected
beam for APi failed to transmit a single packet successfully.
At this time, the next best AP is selected from table T to
hand off to and the corresponding beam is used for this AP.
This strategy continues. If such an AP does not exist in T
or if the handoff fails to associate, another probing phase
is started to refresh table T . The size of the table T and
the threshold of d drops that determines when to switch to
the next < AP, beam > combination are parameters for the
heuristic.

The main penalty incurred when using the online mode
compared to the cached mode of operation is the probing
time. In order to probe in all the beams and channels, the
probing time is around 3080 ms when using active prob-
ing. It takes 270ms to scan in all the 9 beams and there
are 11 channels (assuming 802.11 b/g). The channel switch-
ing delay is around 10ms for our wireless cards. For the
online mode of operation using only the omni-directional
beam, the probing time is 440 ms as only channel scan and
no beam scan is needed. Also, in the online mode, at ev-
ery instant MobiSteer may not be able to use the optimal
< AP, beam > combination as these combinations are only
discovered during probing and not during communication.
However, online operation may have one advantage. Since
the probing is done right before communication, it is rel-
atively immune to temporal variabilities due to changes in
vehicle locations, propagation environment, etc.

Figure 14 shows the median total number of bytes received
by the MobiSteer node using various modes of operation in
the controlled experiments in the apartment complex sce-
nario from the 5 APs over 8 runs. It also shows the break-
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Figure 14: Total number of bytes received along the
drive in “controlled” experiments (apartment com-
plex scenario).

up of bytes received at different PHY-layer data rates. The
figure clearly shows that beam steering outperforms omni-
directional communication significantly in both online and
cached modes. It also shows that cached mode is superior
to online. About 39% less packets are received when using
online mode as opposed to cached mode. This is due to the
time spent in the probing phase and possible use of sub-
optimal <AP,beam> combination. Also there is over 50%
improvement in using MobiSteer in online mode compared
to using only omni-directional beam in online mode.

In Figure 15 we show the average SNR in each 40 meter
segment along the route for the in situ experiments. For
the online modes, the zero SNR value indicates a probing
phase or periods of no probe response along the route. This
figure shows the SNR improvement in using beam-steering
compared to omni-directional communication and also the
performance benefits of using cached mode compared to on-
line mode. In this set of experiments, the average SNR using
MobiSteer in online mode is around 11 dB compared to 4
dB when using omnidirectional in online mode. The average
SNR using MobiSteer in cached mode is 18 dB with a 7 dB
gain over MobiSteer in online mode. The online mode some-
times performs better than cached mode due to availability
of fresher channel estimates, but, in general, scanning all
beams and channels in online mode incurs a large penalty.

The main insight from these experiment is that using Mo-
biSteer cached mode of operation is far superior to online
mode, and should be used whenever RF signature database
is available. The MobiSteer online mode is still superior
compared to using omni-directional antenna.

6. RELATED WORK
Several works have demonstrated the feasibility of IEEE

802.11 based communication from moving vehicles. In [35]
the authors show how long a connection between a moving
car and a roadside AP can be maintained while driving at
different speeds between 80–180 km/hour. They show that
approximately a third of the connections can be reasonably
used and communication is possible for about 4–9 seconds
in these speeds. Up to 9 MB of data could be transmitted at
speeds around 80 km/hour. These experiments have been
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Figure 15: Average SNR in each segment along the
drive in In Situ experiments.

conducted in a well-planned environment, similar to our con-
trolled experiments. More recently in [16], experiments are
performed to connect to unprotected access points in metro
areas in normal driving environments and use them for In-
ternet connectivity. The experiments – performed over 290
drive hours – show that the average duration of connectivity
to an AP is about 13 seconds at prevalent driving speeds,
and several 100s of KBytes data on average can be trans-
ferred during this period using TCP to a server on the In-
ternet. While this seems to be a good news, the data also
show that that there could be significant periods of discon-
nections, necessitating disconnection tolerant protocols at
upper layers. In particular, while the median connectivity
duration is about 13 seconds, the average inter-arrival times
for “associable” APs is about 75 seconds, indicating possible
long periods of lack of connectivity. In addition, the link-
layer delivery rate is about 80%, which would be considered
quite poor for TCP. These observations originally provided
motivation for our work.

Several studies investigate the characteristics of unplanned
deployment of 802.11 APs in dense urban areas. Prominent
of them are several “war driving” studies [11, 12] and exten-
sive measurement studies in [13]. However, these studies do
not directly consider feasibility of vehicular access. Other
studies have considered vehicular access, but are interested
in developing disconnection tolerant protocols [36]. Several
architectural and application-layer works have also appeared
in literature that considers many uses of urban vehicular
grid, including vehicular Internet access [24].

None of the above works consider use of directional an-
tenna to improve connectivity or any other performance
measures. However, in other contexts – such as ad hoc or
mesh networks – several papers have considered use of direc-
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tional antenna to improve spatial reuse and immunity from
interference. See, for example [27, 20, 37, 19]. These papers
mainly considers modifications and extensions of 802.11 for
use with directional antennas. They, however, do not di-
rectly consider mobility. All of these works are simulation
studies on using directional communication.

Experimental studies combining 802.11 and directional
antennas are quite limited. Some researchers appear to do
experimental work [18, 38, 17, 33] using various steerable
and switched beam antennas. However, actual experimental
data has been reported only in [18]. In [17, 33], the authors
use the same directional antenna we use in our work. In
[17], they study how to enhance security using directional
communication and in [33] present ways of exploiting di-
rectional communication for better spatial reuse. But no
real experimental results are reported. Another paper [38]
demonstrates significant throughput improvements in mo-
bile environments using directional antennas with respect
to omni-directional. A design is presented, but the results
use only high-fidelity simulations.

In wireless communications, signal propagation and an-
tenna literatures, the concept of adaptive beam steering
from vehicles or from fixed base stations have indeed ap-
peared [21, 40, 44]. However, experimental work in real
environments has been limited. Also, this set of work is not
related to either 802.11 or Internet access. To the best of our
knowledge, ours is the first experimental study that consid-
ers steerable beam directional antennas for 802.11 networks
for accessing roadside APs for the purpose of using the In-
ternet.

7. CONCLUSIONS AND FUTURE WORK
In this work, we have investigated the use of directional

beam steering to improve performance of 802.11 links in
the context of communication between a moving vehicle and
roadside APs. To do this, we have used a framework called
MobiSteer. MobiSteer can operate in the cached mode –
using prior radio survey collected during “idle” drives –
or, it can operate in an online mode, using probing. The
goal is to select the best AP and beam combination at each
point along the drive given the information available so that
throughput can be maximized. We have used extensive ex-
periments – controlled scenarios with our own APs, in two
different multipath environments, as well as in situ scenar-
ios, where we use APs already deployed in an urban region –
to demonstrate the performance advantage of using MobiS-
teer over using an equivalent omni-directional antenna. Mo-
biSteer improves the connectivity duration as well as PHY-
layer data rate due to better SNR provisioning. Summariz-
ing the results, MobiSteer has improved the throughput in
our controlled experiments by a factor of 2 – 4. In in situ
experiments, it has improved the connectivity duration by
more than a factor of 2 and average SNR by about 15 dB.

We have also demonstrated that cached mode of operation
is superior to online mode giving more than 50% improve-
ment in throughput. Thus, improved techniques to collect,
maintain, organize and share radio survey data (RF signa-
ture database in our terminology) need to be developed. In
our ongoing work, we are researching this aspect and collect-
ing significant volumes of radio survey data in furtherance
of our in situ performance results.

The concept of MobiSteer can be used in several related
vehicular applications. For example, it can be used for ad

hoc communications among vehicles. This, of course, adds
to the complexity as both communicating nodes have to
steer their beams, needing coordination techniques. We also
plan to augment MobiSteer node with cellular modem ser-
vice and further extend the cached mode operation to in-
clude cellular link quality information. This will enable us
efficiently multiplex between the cellular network and the
WiFi network based on availability and link quality of these
networks at different locations. The other application of
MobiSteer is localization of roadside APs. We believe that
reasonably accurate localization is possible, as the moving
vehicle is able to take many SNR samples at different direc-
tions and locations, thus providing diversity. Though mul-
tipath propagation can complicate the measurements, our
initial work indicates that statistical estimation techniques
can be used to improve accuracy in such cases. Accurate lo-
calization of roadside APs can provide useful datasets for the
wireless networking research community to understand bet-
ter the nature of chaotic WiFi network deployments in urban
areas. This will also be useful to create realistic topologies
for wireless mesh networking research.
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