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Multicore OS benchmarks do 
not evaluate performance 

isolation between independent 
apps.



Mixing Workloads

• Mix must:

• use system resources

• not overcommit resources

• be sensitive to availability of the 
resources
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Application Candidates
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• Variants

• Application parameters

• Resource constraints

• Example:

• game1: low gfx

• game2: high gfx



Sensitivity Analysis
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• Optimization problem based on

• resource usage

• resource sensitivity

• 2 parts:

• Choose application variants that use 
resources they are most sensitive to

• Constraint: no resource overcommitted

• ILP  problem

Mixing
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Run Mixed Workload

• Mix:

• Running the mix

• unmixed, mixed

• Benchmark result: unmixed - mixed
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Evaluate Results

• Low performance difference: Good!

• Comparison between Operating Systems

• run different optimal mix for each OS

• compare results 

➡how well each OS manages optimal mix

• OS or hardware platform?
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Conclusion

• Current status: microbenchmarks

• Real applications

• Bursty applications

• Dynamic workloads

• Extend not Replace
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