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encoded in units of stripes, using a generator matrix, and is
arameterized by k, m and r. Within a stripe, data is broken up into - - . . . .
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Rotated Reed Solomon Codes
e A decoding equation is a set of symbols whose corresponding rows in the matrix sum to zero. e Derived from standard Reed-Solomon codes.
e Optimized for recovery from single disk failures
11000 R, 0100 R, |1 e Performance compared against standard Reed-Solomon Codes, which use matrix inversion to
olol1lo R, 1100 d IR, |0 recover from failures (equivalent to reading from the parity drive P, in terms of the number of
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e Enumerate all valid decoding equations for each failed symbol
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e Construct the graph on the right . wri11111111
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symbols. Although HDFS and others already
use a default size of 64MB, even larger
sized sealed blocks are recommended (at
least 100 MB, preferably > 500MB)

recovery using our algorithm as a percentage in the stripe
of standard recovery
e Traditional recovery performance of
e Rotated Reed-Solomon codes better than Generalized RDP and Liber8tion codes is

e Best reconstruction performance given by  optimally sparse and minimum density codes compared with the optimized versions

Liber8tion codes (m = 2), and Generalized RDP .

(m=3) e Recovery for single symbol requests requires e At larger symbol sizes (> 4 MB), recovery with e Minimizing the numbe_r of symbols needed
all codes to read k symbols. the optimized version is faster than the P drive for recovery does result in lower I/O cost

e Standard (Cauchy) Reed-Solomon codes have based streaming recovery rate

high recovery cost in cloud storage systems e Degraded reads of entire stripes incur no

penalty as read request already contains symbols
needed for recovery




