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Primary storage systems contain only moderate degree
of duplication and do not benefit greatly from deduplica-
tion. Instead of removing duplicates, we propose a du-
plication aware disk array (DADA), which keeps track of
block duplication and uses the duplicate contents to im-
prove the reliability and availability of disk arrays on pri-
mary storage systems.

Problem: Duplicate contents on disk have received
a lot of attention in the form of deduplication storage
systems [1–3], which are mainly used for archival and
backup storage. In contrary, primary storage systems such
as file servers and web servers have much less duplica-
tion and are accessed more randomly and more frequently.
Duplication within primary storage systems thus has re-
ceived fewer attention [4]. However, from our analysis
of 5 different file server contents, we found moderate du-
plication (21-28%) and few content role changes (i.e. a
block changing from or into being a duplicate).

Solution: Instead of removing duplicates like a dedu-
plication storage system, we propose a duplication aware
disk array (DADA), which recognizes and keeps duplicate
contents on disks and make use of its knowledge of du-
plicates to improve the reliability and availability of disk
arrays in the following three ways.

First, DADA can be used to reduce the time spent on
disk scrubbing to detect latent sector errors (LSE). DADA
scrubs only one representative block for a set of dupli-
cates, which can be used to either reduce the amount of
disk background activities or to permit more aggressive
scrubbing and have a more reliable disk array.

Second, DADA reduces RAID reconstruction time dur-
ing recovery. To reconstruct a disk, DADA first recovers
only the unique block contents. It then starts user-level
applications and in the same time recovers the rest of the
disk. From application-level perception, recovery time is
reduced and thus overall system availability is increased.

Finally, DADA provide better reliability than a default
RAID array even though it does not scrub duplicated
blocks. Using the knowledge of duplicated disk blocks,
DADA can recover from certain latent sector error failures
that are unrecoverable with default RAID.

There are two key challenges in designing DADA. First,
duplicates may be scattered all over a disk causing disk
seeks when DADA skips them during scrubbing or recov-
ery. How we choose representative blocks for duplicates
affects the amount of disk seeks. We propose several al-
gorithms of choosing representative blocks so that dupli-
cated blocks can be skipped with fewer disk seeks. These
algorithms include simple ones such as randomly pick-
ing a representative block or picking one with the lowest
offset, and more sophisticated ones which look at the re-
gions duplicated blocks are in and choose respresentatives
block in the region with most distinct contents. DADA
may further remap duplicates, but only in regions with
highest fragmented duplicates. Second, since duplicates
are not scrubbed, they are subject to undetected LSEs.
We analyzed all different failure senarios due to LSEs and
demonstrate how DADA uses its knowledge of duplicates
to recover from LSEs on unscrubbed blocks and how it
can recover from more failures than a default RAID.
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