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I ntroduction

Over the pastfew years,the L ogistical Computing and
linternetworking (LoCl) prgect at the University of
Tennessebasbeendemastratingthe power of Logis-
tical Networkingin distributed andwide-areasettings.
Logistical Networking takesthe ratheruncawertional
view thatstora@ canbe usedto augmendatatransmis-
sion as part of a unified network resouce framework,

ratherthan simply being a network-attachedresource.

The adjectie “logistical” is meantto evoke ananalay
with military andindustrialnetworksfor the movement
of materialwhichrequireghecoschedling of longhaul
transpotation,storagadepds andlocaltransportdon as
coordnateelementf a singleinfrastructure.

The motivation for Logistical Networking and
demanstrationof its utility have beendocurentedelse-
where[BMPS0Q PBB*01]. This work-in-progressre-
port presentsa concet called the Network Storage
Stak, anddetailsthe stateof researctcenteredaround
it.

Our goalwith the Network StorageStack(Figurel)
is to layerabstraction®f network storageo allow stor
age resourcego be part of the wide-ar@ network in
an efficient, flexible, sharableand scalableway. Its
moded, which achieves all thesegoalsfor datatrans-
mission, is the IP stack,andits guiding prindple has
beento follow the tenetslaid out by End-tcEnd argu-
mentgSRC84,RSC98].Two fundamentaprincipesof
this layeringarethateachlayer should(a) abstad the
layersbeneatht in ameanimgful way, but (b) exposean
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appopriateamoun of its own resoucesso that higher
layersmay abstractthem meanimgfully (see[BMPO01]
for moredetailon this apprach).
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Figurel: The Network StorageStack
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Thelowestlayerof the storagestackthatis globally ac-
cessibldrom thenetwork is theInternetBadplane Pro-
tocol (IBP) [PBB*01]. IBP is sener daemonsoftware
and a client library that allows storageowne's to in-
serttheir storagento the network, andto allow geneic
clientsto allocateandusethis storage.The unit of stor
ageis atime-limited apperl-ony byte-array With IBP,
byte-arrayallocationis like a network malloc() call —
clientsrequestnallocationsfrom aspecificlBP storage
sener (or demt), andif successfularereturredtrios of
cryptographically securetext strings (called “capalbili-
ties”) for reading writing and manageent. Capabili-
tiesmaybeusedby anyclientin the network, andmay



be passedreely from clientto client,muchlikea URL.

IBP doesits job asa low-level layer in the storage
stack. It abstractsway mary detailsof the uncerlying
physicalstoragdayers:blocksizes storagemedia,con-
trol software,etc. However, it alsoexposesmary details
of theunderlying storagesuchasnetwork location net-
work transienceandthe ability to fail, sothatthesemay
be abstractednore effectively by higherlayersin the
stack.

The L-Bone and exNode

While individual IBP allocationsmay be employed di-
rectly by applicatiors for somebenefitfPBB+01], they,
like IP datagrans, benefitfrom somehigherlayer ab-
stractions. The next layer containsthe L-Bone, for re-
sourcediscosery andproximity resolution, andthe exN-
ode, a datastructue for aggegation Eachis defined
here.

The L-Bone (Logistical Backbae) is a distributed
runtime layer that allows clientsto perfam IBP depd
discovery. IBP depds registerthemseles with the L-
Bone, and clients may then query the L-Bone for de-
pots that have variows charateristics,includng mini-
mum storagecapacityand duration requrements,and
basicproximity requiranents.For example clientsmay
requestanorderedlist of demtsthatarecloseto aspec-
ified city, airpat, US zipcode,or network host. Once
the client has a list of IBP depds, it may then re-
guestthat the L-Bone use the Network WeatherSer
vice (NWS) [WSH99] to orderthosedepds accordng
to bandvidth predictiors using live networking data.
Thus,while IBP gives clientsaccesgo remotestorage
resouces,it hasno featuredo aid the clientin figuring
out which storageresoucesto employ. The L-Bone's
job s to provide clientswith thosefeatures.

TheexNodeis is datastructurefor aggreation anal-
ogots to the Unix inode (Figure 2). Whereasthe in-
ode aggr@atesdisk blockson a single disk volumeto
compsea file, the exNode aggregatesIBP byte-arays
to compae a logical entity like a file. Two major dif-
ferenesbetweenexNodesandinodesarethatthe IBP
buffers may be of ary size, andthe exterts may over
lap and be replicated. In the presentcontext, the key
pointabou the designof the exNode is thatit allows us
to createstorageabstraction with stronger properties,
suchasa network file, which canbe layeredover IBP-
basedstoragen awaythatis completelycorsistentwith
theexposedresouceappoach.

Sinceourintentis to usethe exNode file abstraction
in anumter of differentapplications,we have choserto
expressthe exNode concreely asan encaling of stor
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Figure2: TheexNodein comprisonto the Unix inode

ageresouces(typically IBP capabilitiesandassociated
metad#a in XML. Like IBP capabilities,theseserial-
izationsmay be passedrom client to client, allowing a
greatdegree of flexibility andsharingof network stor
age. If the exNode is placedin a directos, the file it
implementscanbeimbededin anamespae. But if the
exNodeis sentasa mail attachnent, thereneednot be
a canaical locationfor it. The useof the exNode by
varying applicatiors providesintergperability similar to
being attachedto the samenetwork file system. The
exNode metaditais capableof expressingthefollowing
relatiorshipsbetweerthefile it implementsandthestor
ageresource that constitutethe datacompnentof the
file's state:

e Thepottion of thefile extert implemenedby apar
ticularresourcdstartingoffsetandendingoffsetin
bytes).

e The serviceattributesof eachconstituat storage
resouce (e.g. reliability andperformane metrics,
duration)

e Thetotal setof storagaesouceswhichimplemant
thefile andtheir aggegatirg function (e.g. simple
union, parity storageschememore comples cod-

ing).

L ogistical Tools

At the next level aretools that perfam the actualag-
gregation of network storag resourcesiysingthe lower
layersof the Network Stack. Thesetools take the form
of clientlibrariesthatperform basicfunctioralities,and
standaloe programsbuilt ontop of thelibraries. Basic
functionalitiesof thesetoolsare:



Upload: This takeslocal storage(e.g.a file, or mem-
ory), uploadsit into the network and retuns an
exNode for the upload. This upload may be pa-
rameterizd in a variety of ways. For example,the
clientmaypartitionthestoraganto multiple blocks
(i.e. stripeit) andtheseblocks may be replicated
on multiple IBP seners for fault-tderanceand/or
proxmity reasons.Moreover, the usermay spec-
ify proximity metricsfor the upload, sothe blocks
have a certainnetwork location

Download: ThistakesanexNode asinput, anddown-
loads a specifiedregion of the file that it repre-
sentsinto local storage. This involves coalescing
the replicatedfragmentsof the file, andmustdeal
with the factthatsomefragmentsmaybe closerto
the client thanothers,andsomemay not be avail-
able(dueto time limits, disk failures,andstandard
networkfailures).If desiredthedownloadmayop-
eratein a streamingashion sothatthe client only
hasto corsumesmall, discretepottions of thefile
atatime.

Refresh: This takes an exNode asinput, and extends
timelimits of theBP buffersthatcomposethefile.

Augment: This takes an exNode as input, addsmore
replicasto it (or to partsof it), andreturnsan up-
datedexNode. Like upload, thesereplicasmay
have a specifiednetwork proximity.

Trim: This takes an exNode, deletesspecifiedfrag-
mentsandretunsanen exNode. Thesefragments
maybespecifiedndividually, or they maybespec-
ified to be thosethatrepresenexpired IBP alloca-
tions. Thus,augment andtrim maybe combned
to effectarouting of afile from onenetwork loca-
tion to anotker— firstit is augmetedsothatit has
replicasnearthedesiredocation thenit is trimmed
sothattheold replicasaredeleted.

The Logistical Tools are much more powerful as
toolsthanraw IBP capaliities, sincethey allow users
to aggregatenetwork storagefor various reasons:

Capacity: Extremely large files may be made from
smallerIBP allocatiors. It fact,it is not hardto vi-
sualizefiles thataretensof gigalytesin size,split
up andscatteredarourd the network.

Striping: By bre&ingfilesinto smallpiecesthepieces
may be downloadedsimultaneasly from multiple
IBP depds, which may perform muchbetterthan
downloadingfrom a singlesource.

Replication for Caching: By storingfiles in multiple
locatiors, the perfaamanceof dowvnloadingmaybe
improvedby downloadingthe closestcopy.

Replication for Fault-Tolerance: By storing files in
multiple locatians, the act of downloadirg may
succeedeven if mary of the copiesare unavail-
able. Further, by brealing the file up into blocks
andstoringerra correding blocks calculatedrom
the original blocks (basedon parity asin RAID
systems[CLG194] or on Reed-Stomon cod-
ing [Pla97), downloadscanberobustto evenmore
compex failurescenaris.

Routing: As presentedin the explanation of trim
above, for the pupmsesof schedling, or pertaps
chamging resouce conditians, the tools may be
usedto move afile from oneplaceto another

The Logistical File System

While extremelypowerful, theLogistical Toolsstill lack
a level of abstractiorthatis necessaryor truly effec-
tive useof network storageusingour paradgm. That
is, while they implenmentthemedanismfor aggegatirg
storagethey exposethe policy of aggegatian to higher
layers. In otherwords, the tools make no decisionson
how to replicate how to partition how to settimelimits,
etc. Thesedecisionswill beleft to thehighestlayer, the
Logistical File System(LoFS).Thisis atruefile system
built from time-limited network storag andthe lower
layersonthe Network StorageStack.

LoFS combires a Log-strictured apprach [OD89,
RO91] with disk-aray techndogy [CLG194] so that
readwrite file opeationsmay be implemerted on top
of appenebnly, faulty storage. Additionally, LoFS is
respmsiblefor:

e Maintainng enowghreplicasof datasothatits files
canabsob thelossof storagaesources.

¢ Refreshirg time limits.

e Schediling the partitioning andreplicationof files
to reactto network and usageconditiors, therely
achiering gooddownloadingperfamance.

e Accesscortrol andprotectian.

With LoFS andthe lower layersin place, it is our
view thatwe will achieve our goalsof insertingstorage
into thenetwork resoucefabiic efficiently, flexibly, and
scalably



Current Status

This researchproject has beenin place for several
yearsreceving fundng from NSF, DOE, Interret2,and
the stateof Tennesee. All software and researctpa-
pers may be obtainedfrom the LoCl labordory web
page:http://1oci.cs. utk.edu. IBP hasbeen
available for usefor severd years,and hasshown its
power in severalresearctprojectsin mary institutiors.
TheL-Bone, exNode, andLogisticaltools areavailable
in alphaform, andweredemamstratecat SC0O1in anap-
plicationcalled“IBPster” wherean MP3 playerplayed
exNodes of MP3 files that were splatterecthroughou
the courtry, by downloadingthemin a streamingfash-
ion from their closestnonfailedreplicasin realtime.

LoFSis still in its developmentstages. It will be
basedon the Swarm software from the University of
Arizona[HMS99], which implemants a log-structured
file systemon distributed platforms emgoying RAID
codirg for fault-toleance.
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