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Trillions of protons will race around the 27km ring in
opposite directions over 11,000 times a second, travelling
at 99.999999991 per cent the speed of light.



To accelerate protons to almost the speed of light requires a
vacuum as empty as interplanetary space. There is 10 times
more atmosphere on the moon than there will be in the LHC.
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With an operating temperature of about -271 degrees
Celsius, just 1.9 degrees above absolute zero, the LHC is
colder than outer space.



When two beams of protons collide, they will generate
temperatures 1000 million times hotter than the heart of the
sun, but in a minuscule space.



To sample and record the debris from up to 600 million
proton collisions per second, scientists are building

gargantuan devices that measure particles with micron
precision.



To analyse the data, tens of thousands of computers around
the world are being harnessed in the Grid. The laboratory
that gave the world the web, is now taking distributed
computing a big step further.



Why?



Newton’s unfinished business... what is mass?

Science’s little embarrassment... what is 96% of the Universe made of?
Nature’s favouritism... why is there no more antimatter?

The secrets of the Big Bang... what was matter like within the first second of the
Universe’s life?
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Newton’s unfinished business... what is mass?

Science’s little embarrassment... what is 96% of the Universe made of?
Nature’s favouritism... why is there no more antimatter?

The secrets of the Big Bang... what was matter like within the first second of the
Universe’s life?
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Newton’s unfinished business... what is mass?

Science’s little embarrassment... what is 96% of the Universe made of?
Nature’s favouritism... why is there no more antimatter?

The secrets of the Big Bang... what was matter like within the first second of the
Universe’s life?



Information technology - the Web and the Grid

Medicine - diagnosis and therapy
Security - scanning technologies for harbours and airports

Vacuum - new techniques for flat screen displays or solar energy devices



20 Member states

38 Countries with cooperation agreements
111 Nationalities
10000 People



From mini-Einstein workshops for five to sixes, through to professional schools in
physics, accelerator science and IT, CERN plays a valuable role in building
enthusiasm for science and providing formal training..
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nerate lots of data -

The accelerator generates 40 million
particle collisions (events) every
second at the centre of each of the
four experiments’ detectors

24



a few hundred ‘good “events

persecond

Which are recorded on disk and magnetic tape
at 100-1,000 MegaBytes/sees» ~15 PetaBytes per
year

25



Data Handling and
’ Computation for
Physics Analysis

event
summ

data

detector event filter

(selection &
reconstruction)

reconstruction

processed
data

batch
physics
analysis

event

reprocessing _
analysis

analysis objects
(extracted by physics topic)

event

simulation SimUIatiOI N

interactive
physics
analysis




Summary of Computing Resource Requirements

All exneriments - 2008
From LCG TDR - June 2005
CERN All Tier-1s All Tier-2s

CPU (MSPECint2000s) 25 56 61

Total
142
57
53

Disk (PetaBytes) 7 31 19
Tape (PetaBytes) 18 \ 35

18%

All Tier-2s
43%
All Tier-1s

3%

" ~2,500 PCs|  Another ~1,500 boxes

27
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Tier-0 — the accelerator centre
§  Data acquisition & initial processing
§  Long-term data curation
8§ Distribution of data  Tier-1 centres

Tier-1 — “online” to the data acquisition
process high availability

§ Managed Mass Storage
§  Data-heavy analysis
§ National, regional support

Tier-2 — ~100 centres in ~40 countries
§  Simulation
§ End-user analysis — batch and interactive

31



P W B et e DTl
 Timely Technology!

« Deploy to meet LHC
computing needs.

« Challenges for the G RI D

Worldwide . UL e, pmebieen
LHC - and cgr_lfl_{-esselman

Computing VY B Lo &
Grid Project due to

_ worldwide nature
-+ competing
middleware:---
_ newness of
technology
-+ competing
middleware:---

_scale




o WLCGserwcereIles on threeGrld
infrastructures: EGEE, OSG and NorduGrid

* Interoperability required (and achieved) for
_ users (job submission)
_ administration (identity, monitoring, accounting, ---)

A map of the worldwide LCG infrastructure operafed by EGEE and O3G. 3 3
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Statistics:

Developed by e-Science, HEP

Imperial College
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Accounted CPU U

80 Tier-2s 45%
11 Tier-1s 35%

Tier-2s CERN 20%

530M SI2K-days/month (CPU)

9 PB disk at CERN + Tier-1s




) Remaining Ch:

 Creating a working Grid service across
multiple infrastructure is clearly a success,
but challenges remain

_Reliability
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Site Reliability

CERN + Tier-1s
100%
90%
80% -
70% |
60%
50%
40% T~ Reliability viewed from grid
30% - Measured by set of standard
jobs run hourly
20% ——
10%
OO/O T T T T T T T T T T T T
E 8§ 8 £ 8 8 885 55 5 5 35 S
>I.l [] _I [} 1 .:' [ [] [] 1 IL 'I_ 51 [] _I
§83338:5838:2258353
=Average ==Average -8 best sites ==Target

Site Reliability
Tier-2 Sites

90% W—

80%

— ____—\v/\' I

60%
50%
40% |
30%
20%
10%

0% . . . .

83 Tier-2 sites being
monitored

Jan Febh Mar Apr May Jun Jul  Aug
2007 2007 2007 2007 2007 2007 2007 2007

|| Sites ===Best 50% of Sites —Best 20% of Sites




@) Remaining Chz

Creatlng 3 workmg Grid service across
multiple infrastructure is clearly a success,
but challenges remain

_Reliability
_Ramp-up
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CERM + Tier -1s - Installed and Required

CPU Capacity (MSIZK)
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Evolution of installed capacity from April 06 to June 07
Target capacity from MoU pledges for 2007 (due JulyQ7)

and 2008 (due April 08)
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Creatlng 3 workmg Grld service across
multiple infrastructure is clearly a success,
but challenges remain

_Reliability

_Ramp-up

_Collaboration

- From computer centre empires to a federation
- consensus rather than control

41
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Lemon

Performance
& Exception
Monitoring

o

| eaf

Logistical
Managemen

Node
Management

Configuration

Management

quattor

Toolkit developed by CERN in collaboration with
many HEP sites and as part of the European

DataGrid Project.
Can httn//rarn ~rh/Fl Eme
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Commermal Management Slts
_ (Full) Linux support rare (5+ years ago---)

_Much work needed to deal with specialist HEP
applications; insufficient reduction in staff costs

to justify license fees.

« Open Source Systems

_Many packages with interesting features, but
none featuring all of items considered essential

- Declarative, hierarchical configuration specification
permitting validation, integrated software
distribution and configuration management,
separation of configuration data and code, feedback
loop to avoid configuration drift, ability to update

See EDG/WP4 reponuam’lngnﬁﬁml‘;;@méh/ hep-proj-grid-fabric/Tools/DataGrid-04-TED-0101-3_0.pdf) or

“Framework for Managing Grid-enabled Large Scale Computing Fabrics”
(http:/cern.ch/quattor/documentation/poznanski-phd.pdf) for reviews of various packages. 4 5
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SW server(s)

dLlH

Conﬁguratlon server

Used by 18 organisations

> SQL - besides CERN; including two
SQL backend distributed implementations
. J with 5 and 18 sites.
@)
>| CDB
: Tl Y,
= . XML backend |
HTTP
XML configuration profiles
- v
Install server
N
Install
T
| | Manager
u| | J
- \
RPMs / PKGs 3| | System
_installer)

Managed Nodes
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i template pro_type_lxbatch_slc3

i RESPONSIBLE: Thorsten Kleinwort
i#####################################################
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o
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H
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]
o
g
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X
@]

template pro_type_lxbatch_slc3;

include pro_software_components_slcs;
include pro_system_Ixbatch;
include pro_os_slcs,;

"eystem/cluster/tplname" = "pro_type_Ixbatch_slc3";

#

# “aim for glite 2.0

# )
include pro_software_components_log_yaim_3_0;

"fsoftware/components/yaim/active" = true;
"fsoftware/components/yaim/nodetype/glite-WN" = true;
"fsoftware/components/yaim/configure" = true; # Do automatically configure AIM
"feystem/cluster/subname" = "public”;

"fsystem/accounting/name" = "share";

#

# SPMA proxy configuation

#

# use head node as proxy server
"fsoftware/components/spma/headnode" =true;
# active SPMA proxy
"software/components/spma/proxy="yes";

"fsoftware/components/Isfclient/lsftype" = Isftypel) ; 48
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Installation images,
RPMs,
configuration profiles
Frontend
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L2 proxies DNS-load balanced HTTP
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. Node based Lemon sensors cover all the usuaI system
parameters and more

_ system load, file system usage, network traffic, daemon count,
software version:-

_ SMART monitoring for disks

_ Oracle monitoring

* number of logons, Cursors, logical and physical I/0, user commits, index
usage, parse statistics,

_ AFS client monitoring

. Itis also possible to provide “non-node” sensors. At CERN
these allow integration of

information from the building management system

- Power demand, UPS status, temperature, -

_ and full feedback is p035|ble (although not |mplemented) e.g. system shutdown on
power failure

_ high level mass-storage and batch system details
- Queue lengths, file lifetime on disk, -

_ hardware reliability data

53
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LEAF s a Collectlon of workflows for hlgh level
node hardware and state management, on
top of Quattor and LEMON:

« HMS (Hardware Management System):

_ Track systems through all physical steps in lifecycle eg. installation, moves, vendor
calls, retirement

_ Automatically requests installs, retires etc. to technicians
_ GUI to locate equipment physically
_ HMS implementation is CERN specific, but concepts and design should be generic

« SMS (State Management System):

_ Automated handling (and tracking of) high-level configuration steps
- Reconfigure and reboot all LXPLUS nodes for new kernel and/or physical move‘
- Drain and reconfig nodes for diagnosis / repair operations 1

_ lIssues all necessary (re)configuration commands via Quattor

_ extensible framework _ plug-ins for site-specific operations possible

S7



1 ‘tmport

Operatlon‘s\
/. Request move

\

6. Shutdown work order

[

10. Install work order

technicians

MS

2. Set to standby

i

8. Up‘dété

A 9. Update
\.
3. Update | /’
12. Update 4, ijresh
.1____3_,_...R"éfresh

A 11.Setto proW

I

LS, Take out of production

-Close queues and drain jobs

Node

14. Put mto productlon

. Disable alarms
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« Simple
_ Operator alarms masked according to system state

« Complex

_ Disk and RAID failures detected on disk storage nodes lead
automatically to a reconfiguration of the mass storage system:

Mass Storage System

SMS set Standby
\ I set Draining
Alarm Analysis  Alarm

"1 Monitor Disk Server

LEMON
m.emon AgentRAID degraded

Draining: no new connections allowed; existing data transfers continue.

59



« At CERN the ELFms Luulkt "1as aIIowed us
to cope with a significant increase in box

count with reduced staffing levels.

« We have confidence the software will scale
further

_although changes needed (e.g. to cope with
virtualisation).

 Large scale farm operation, though, remains
a challenge!
_ramp-up, purchasing, h/w failures, ---

- (even if we are not at the Google scale)
60
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1120MB/s

- 7//?“-_-.'-- (1600MB/s) GEsEl EEEE (2000MB/s)

Averages! Need to be able tg
support 2x for recovery!

Remember this figure
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=l Volumes & Rates

AN e i
e« SPB/year Peak rate to tape >ZGB/s

_ 3 full SL8500 robots/year

« Requirement in first 5 years to reread all
past data between runs
_60PB in 4 months: 6GB/s

« Can run drives at sustained 80MB/s
_ /5 drives flat out merely for controlled access
- Data Volume has interesting impact on
choice of technology

_Media use is advantageous: high-end technology
(3592, T10K) favoured over LTO.
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P terns -

« Multiple use cases---
_ Sustained transfer to remote site
- WAN visibility; 1/0 intensive

_Rapid transfer of data set to CPU node
- LAN access; I/0 intensive

_Long running analysis access to data on server
- LAN access, low |/0, long duration

- ---all have different footprint on disk servers

64



@] - Mass otorage cystems ©

- Commercial Mass Storage Gy te 15 1ave been evaluated at
CERN, but with little success. key systems evaluated were
_ Lachmann/Legent OSM

- Still in use at DESY, but interest at CERN much reduced due to
lack of long-term support (DESY provide their own support)

_ IBM’ s HPSS
- In use at SLAC, BNL (US labs) and IN2P3 (French Computer
Centre)

- Experience at CERN showed random access to files (a major use
case% was poor; addressing this required additional software and
disk buffers

_ At the time, HPSS also required a DCE infrastructure and had
limited O/S & hardware support.
_IEEE “vision” of companies providing pluggable
components of an overall system didn’ t work out in practice;
we ended up with single vendors providing all the
components:---

« --- and so CERN developments became more and more
capable leading to Castor: CERN Advanced Storage o

Cvietam
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« Database Centric
_Stateless agents; can restart easily on error

__No direct connection from users to critical
services

« Scheduled Access to I/0

_No overloading of disk servers

- Per-server limit set according to type of transfer

_servers can support many random access style accesses,
but only a few sustained data transfers

_1/0 requests can be scheduled according to
priority
- Fair shares access to 1/0 just as for CPU
- Prioritise requests from privileged users 66



Detailed view
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Cluster info: c2sc4 subcluster wan 19 apr 2006 Wed 16:14:27
Cluster Information CPU utilization - last day 2
# of hosts {down): 43 (1) i =
100 1 Z
operating system(s): 2.6.9-34 .EL.cernsmp ;
# of CPUs {down): 51 (2) = o8 o e S S s S Sy i 7
average up time: z0 days, 18h:50m (boots per host)
hosts down: |xfsraz0ng
15! 00 00 00 05! 00 12! 00
exceptions: EC_ST""TD_WRONG: MIRROR_BROKEN, B User CPU aver: 212 max: 10,97  min:  5.892  curr: 10,47

MW System CPU o awver: E2.1E6 max: 75,51 min: 28,11 curr: 48,29
ITCM history ¥iew template M Hice CFU  aver: 1.5 max: 1.86 min: 1.0 curr: 1,64

Idle CPU auer: 32,16 max: E£4,50 min: 14,17 curr: 41,80
Select from hosts:

Metwork utilization - last day

Metric Distributions Correlations E;'
Load Percentages Pt T ol Ao B by Pt
16,532 - LYY S b AL P 0 M:ﬁ h"";L AL AT T
- = P ALY m
.0_0_5 E 1.0 G HMW‘H_M W i i Y | E
o 5 Mo.5-1.0 = TS e !| N
14.0% O1.0-2.0 e '.
B z.0 0. g | I
5 53 Wdoun ' 18 00 00: 00 08! 00 12:00

W ethD in  aver: E94,15M max:1363.16M min: 35, 04M cCurr: 53, 25M
W ethD oyt aver:41336,658M max:1601.495M min: 1009, 61M curri1541, 84M

Last |da':." V| | Get Fresh data | Get Detailed data | Auto Update |

a4, 2%

Sustained transfer from disk of 1.2GB/s as data import ramps
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Cluster info: ITDC

03 Jan 2006 Tue 10:19:12

Cluster Information
# of hosts {down}): 46 {0)
operating system(s): 2.4.21-37 EL.cernsmp
# of CPUs (down): a2 (0
average up time: 47 davs, 1dh:14m (boots per host)
hosts down: none
exceptions: FILESWSTEM_ERROR

ITCM history ¥iew template

Correlations

Select from hosts:

Metric Distributions

Load Percentages

63,08

8 o-0.5
H 0.5-1.0
O 1.0-2.0
5 o E > 2.0

6.5%

25.3%

CPU utilization - last month g
| -
100 - :
®
=] -
{ .
03-Dec 14-DecC 19-DeC 24-DecC 23-Dec
W User <P aver: 1,082 max: 2,08  min: 0,40  Cure: 0,85
W System CPU aver: 14,80  max: 3386 min:  0.30  curr: 7.3z
W Hice CPU  aver: 0,45 max: 1,42  min: 0,00 Curr: 0, 42
Idle CPU  guer: 232,687 max: 929,20 min: B2,97  curr: 91,35
Network utilization - Tlast month g
1.8 G -
|'r I .l'f | E
;4,048 T s, L ]J-I | ]
i gy 167 [ [ a
a il | ) L] =
o ekl [ flmas iy o
o 0,53 A ] I
n F‘-‘ Ll g
AR I
o PR Li-i i ;
03-Dec 14-DecC 139-Dec 24-Dec 2a-Dec
W oIn aver: 473.30M max:1208,52M min:  0.00M curr: 405, 33M
W oyt auer: 445, 61M  max: 1002, 69 min: 0, 00M curer: 210, 62M
Last |m|:|r|th V| | Get Fresh data | Get Detailed data | Auto Update |

Sustained transfer of incoming data to tape at 1GB/
Note the dates! Failed hardware was left down.
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‘ Cluster info: castor? subcluster ITDC

06 Mar 2006 Mon 08: 1545

Cluster Information

# of hosts {down): 4 {0}

operating systemi{s):

2.4.21-37 . EL.cernsmp, 2.4.21-
37.0.1.EL.cernsmp

# of CPUs {down): aa (o

average up time: 38 davs, Thid3m (boots per host)

hosts down:

ITCM history

noneg

¥Yiew template

Select from hosts:

Metric Distributions Correlations

20.8%

Load Percentages
41.7%

Ho-o.5
Wo.5-1.0
C1.o-2.0
| 2.0

15.8%

CPU utilization - last month

100

HIHILAG 40l / To0lddy

=11

0a-Feb 14-Feb 13-Feb 24-Feb 01-Mar

W User CPU  awver: B99,20m max: 4045, 97m min: 251, 93m  Curr: 246, 20m

W System CPU O aueri 10455, 7Om  max: 44262, 64m min: 162, 24m  curr: 16355, 920

M Hice CPU aver: 230, 40m max: 1670, 44m min: 0,00m  cCurr: 356, 77m
Idle CPU  auer:28E54, 42m  max: 99E05, 47m  min: 524232, 99m  Ccurr: 32440, 26m

Network utilization - last month

i AL
oty Fhs
_E E H E
u w ‘ H [i1 2
= L. ﬁ i VElL G
= 1.0 G | L 1 e ey h| i i -
@ f | I o
Bl WS -
o3 [EIATS T E_hd | :
0a-Feb 14-Feb 19-Feb 24-Feb 01-Mar

M ethD in aver: S53.03M max: 2353.07M min: 0.05M curr: 715, 36M
M ethD oyt aver: 462, 00M max: 2312, 73M  min: 0.01M  curr: 718.21M

Last |m|:|r|th V| | Get Fresh data | Get Detailed data | Auto Update |

Peak transfer of incoming data to tape at over 2GB/<
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Network utilization

Network utilization

Network utilization

464
. Ak 1
P
A i f
-
@

16

0 -
Week 36 Week 38 Week 40 Week 42
W ethD in aver:1.66 max:2.9G min:373.6M curr:1.2G6
W ethD out aver:1.8 max:4.06 min:511.8M curr:1.5G6
W ethl in aver:0.0 max: 0.0 min: 0.0 curr:0.0
ethl out aver:0.0 max: 0.0 min: 0.0 curr: 0.0

/1



Long data Ilfetlme

Disk capacity vs /0 rates

File sizes

Multiple Mass Storage Systems
Organised Data Export
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. LEP, C tor, in
1989 and shutdown 10 years later.

_First data recorded to IBM 3480s; at least 4
different technologies used over the period.

_All data ever taken, right back to 1989, was
reprocessed and reanalysed in 2001/2.

 LHC starts in 2007 and will run until at least
2020.

_ What technologies will be in use in 2022 for the
final LHC reprocessing and reanalysis?

« Data repacking required every 2-3 years.
_ Time consuming
_Data integrity must be maintained

/3



1996 2000 2006

4GB 50GB 500GB
10MB/s 20MB/s 60MB/s

/0 250x10MB/s ~ 20x20MB/s  2x60MB/s
2,500MB/s 400MB/s 120MB/s

CERN now purchases two different storage server models:
capacity oriented and throughput oriented.
fragmentation increases management complexity
(purchase overhead also increased---)
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40|
Io\il L
> 20 | | Files per mount
@)
S il | Three
S O | Ten
= ; | | Fifty
| | Thousand
5 | _
, |

1 1 J I lll lljla l l - . u;e l . - .l.EIGIEI
file size [MB]

tape mount time ~120s

file overhead ~5s (400MB) 75



@ Multiple

CASTOR IS not the 502 Iv; 35 For LHC
_Fermilab’ s dCache is used at many sites; DPM,
a disk-only storage manager is also common.

 Users, of course, don’ t want to know:---

_ - and experiment code needs to run at many
sites

_ SRM, the Storage Resource Manager, provides a
common interface layer to the various mass

storage systems
- See http://sdm.lbl.gov/srm-wqg/

_These multiple and independent
implementations of the interface all talk to each
other.

_Key element to have successful--- 76



° LHC experlments needto shlp data between
sites
_Raw data export, Analysis Data updates, Monte

Carlo data import, -

« This is complicated at our scale
_with petabytes of data transferred, a 0.1%

failure rate can’ t be easily rescued or followed
up manually

_Sites policies (e.g. fraction of resources

allocated to a given VO) must be respected

/7



@ Tl erans

= e _ i e i
° Developed as part of the EGEE data

management act|V|ty o meet reqmrements
framna | LIC AvvnAaribmante anAd citAae

Averaged Throughput From 01/01/707 To 13711507
VO—wise Data Transfer From All Sites To All Sites

1600 —

1dod -
B 1200 F
E i H Alice
E 1000 O Atlas
A i O CHS
E. B __ O DTeam
i='|.l:l GO0 |- B LHCh
S O OTHERS
= e ! W UNREGD Y0=

il h \ H‘ | |\ | | U

||| ” | . | ||| !ul | I|||I|II||I| il |||I I| II|| || ||| | || || 1l |||||| || III|I||
'-?1 '-?1 '-?1 '-?‘.-I _I'-?‘.-I _'-?'. '-?1 '-?1 '-?1 '-?1 '-?1 '-?1 '. Ir' '-?1 '-?1 '-?1 '-?‘. '-?‘:-" '-?1 HHHHH
S Ak g B e D h “w” = g a2 '2‘-'-" e
Date {ddfﬂﬂ} GRIOYIEW

W
_ (But no management on the network level)

- Prevent storage overload
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Dark Bhre

5 Gbhgs

2.5 Gops

622 Mbps =~

110 Mbps

—
— 10 Gops
—_—

155 Mbps

3445 Mbps

“Dark Fibre™ links

provige multiple
wavelengths at
rk Fibne™

10 Gbgs. ~

links aso ha back
up IP connections
Details of these can
be found 31

wiww.orant? net

”~

£

MT
e
Backbone Topology November 2006

SEANT2 is cperated by DANTE on behalf of Europe's NRENs




ucces: % Lhallenges

"" .__:;.g.j Lo e
 Successes:

_We have an advanced Mass Storage System at
CERN able to meet the demanding requirements
for Data Acquisition and export.

_Large scale data transfers between sites are
becoming routine.

« But yet to demonstrate
_exports for multiple experiments simultaneously

_operations for large scale user analysis
- most work so far has been controlled “production”
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@ F

Introductlon to CERN and Experlments

« LHC Computing
« Challenges
_Capacity Provision
_Box Management
_Data Management and Distribution
_What’ s Going On?
« Summary/Conclusion
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@) A Complex Overall Service

 Site managers understand systems (we
hopel).

« But do they understand the service?
_and do the users?
_and what about cross site issues?

- Are things working?

- If not, just where is the problem?

_ how many different software components, systems and
network service providers are involved in a data transfer site
X to site Y?
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Horme Dependencies Admin

Documentation Help

IT Services

4 Oct 2006 Wed 23:34:05

Administrative applications

I 100% available (more)

€15 ~Services for physics
B | 8296 available (more)

A For developers and engineers O0R
I | 759 available (more)

Windows Services

I 10006 available (more)

Infrastructure services

B o990 available (more)

Databases =]
B 9996 available (more)

Mail and Web Services

I 0796 available (more)

Documents and collaborative services

Service Level Status

SLS by CERN IT/FIO

Services for physics

availability:
(more)
percentage: B2%
status: available
this service consist of:

I Castor2
NN Batch service
I | PLUS
I | XBUILD

LXGATE
ERN LXGATE Facility (LXGATE)
Availability: 92%, o0
2 out of 24 tested nodes are not reachable.
AFS

I < erberos
. CDB
I L cmon
N Linux software

I 100% available (more)

3[2] ~Worldwide LHC Computing Grid #% Networking ™
68%0 cdegraded (more)

I 10096 available (more)
Seryice performance for 16 Mowv 2008
Key Perfarmance Indicatars:
Murnber of services: @

Murnber of valid updates; L]
All 0K: Mumber of valid updates
(180} was higher than minimum
expected/ target level (1507

More on availability in the last week

Grid Tier-1 sites
availability - last 7 daus

e

F-\hu-i[
B “‘ |

-

Fri Sat
2 Oct 3 Oct 4 Oct 5 Oct 6 Oct 7 Oct

Statistics:
last week avg: 47%0
max: 7000 last at 07 Oct 2006, 13:00
min: 1190 available last at 05 Oct 2006, 22:00
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Data

Source data

statusjupdates

SiteScope :
E :
— : /s |/
| service S f
- (o) /¢
) F
— ! :
Grid R-GMA - :
:

existing to be
systems or provided by
software lements service
in the future managers

Logic

static service info
XML

configuration
list of services

XML cache

- :""‘-:c -

e

':&*.&;_‘_f;‘-"'-a’.'_t\:‘"“““‘""""“““"““"‘

| |

P —— T——.

ot XML
' generator

[
i
[
[
1
[
i
i
i
I
1
[
i
1
[
[
[
[
1
i

~hitp
[

1
1
[

o= =l
1
1
1
[}
I
1
1
[
)
[
1
]
"
m-
I
1
1
1
I
1
[}
[}
I
1
1
]
1
]

Client

Web browser

| RSS client :
| CCTracker :
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§|7| b-] |v|Gongle |"*\-l

_axl

g | Home Dependencies Admin Docurnentation Help |
':_E]' Services used by LHCb people 19 Mow 2006 Sun 12:58:09
o+
wn Services used by LHChH Additional information
- availability: F:l full name: Services used by LHCb people
m more , .
S percentage: B4% short name: f:rc\.;ces used by LHCh
Q status: available e
= this service consist of: email: Helpdeski@mcern.ch
(1) ] services for physics web site: @+ http: /flhch.cern.ch
Y e PLUS __
E' I Batch service Availability Lupdate
8 [ last update: 12:51:10, 19 Moy 2006
i) [ AFs Service for LHCE (7 minutes aga)
wn [ | <BUILD (LHCE) refreshed every: 2 minutes
I Mail and web Services expires after: 60 Minutes
I 1ndico E—
P TWiki Adrmin
[ ECH system admin tools

Electronic Document Handling
system (EDH)

Availability: 100%, available

23 SiteScope test(s) out of 23 succeeded

[ castor2LHCh
] CASTOR Tape Service

availability in the last 24 hours {maore):

100 i

0
12:00 18:00 0000 06100 12:00

SLE by CERM IT/FIG SLE. Support@cern.ch

Slide 35 of 43 | “Default Design” | <8  English (U.5) |
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Grid
Applications

. central
Grld ___________ s ervices N
Middleware site | :

services

local
resources
site

Domain

Application
monitoring

Grid Services
monitoring

Local monitoring

Monitoring Tools in use
Experiment Dashboards

GStat

SAM/GridView

GridICE

GridPP Real Time Monitor

Lemon/SLS
Nagios
Ganglia
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site registry

==

(other monitoring tools)

one per experiment

R(%Tixgnt/vo Experiment/VO| Experiment/VO Exp. Dashp—) hash -
RGMA, RGMA, MonALISA-] V_O jOb_S, dat = — g
App A XX eo e P o site rehablllty ox .
Laver PR3 HTTP/XML pull
y : oA ATTP/XML push [ ] job state
MonALISA
52{,'32//'F% DB access GOCDB, BDII > @ real time 3D job view
AtlasPFodDB
File Resource Info S
Central Catalog Broker nfo System html
Grid Services PZONY =753 .q,n =
Services S . - Rt D —
DB 3ccess HTTP/XM
sites submit GOCDB, BDII - data transfer, job status,
Site r test - service avallablllty _
Services - OoQ - s >_j0bs HTTP/SOAP push “& * . .
results S
- (o [
Fabric ooo GOCDB, extBDII ._- BDIl +
Resources ooo Ej 8 fabric/job infos =
CPUs TBs

.|
-L- fabric infos__;": ==
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@) New visualizations for th

 Grid monltorlng data i3 Jr1plex|
_And there are many sites--

« Current tools visualize data by sorted tables,
bar charts, etc.

« Difficult to present an easy to understand
top-level view which provides
_quick, action oriented oversight and insight

_help understand job failures and availability
patterns

Can new visualizations help?
89



« |dea
_ visualize the Grid by using Treemaps
(Grid + Treemap = GridMap)

regions
o Example GridMap UKL~ | France GermanySwitzedand | CentralEu rope
site — |
|
I
AR
L
Size of rectangle is e.qg. me —
- size of site (#CPUs) ceR | - | || s.,ummm_:uIéLE
- #running jobs ~__ - |
. \ SSSSS asternEurope _':F - ‘
L T et
A A ___—4;& e
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_ visualize the Grid by using Treemaps
(Grid + Treemap = GridMap)

ok degraded down
| /

« Example GridMap

Colour of rectangle is e.qg.
- SAM status of site / service
- Availability of site / service
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. Gr/dMaps can be used for top level geograph/cal and VO
Views

_ Global GridMap
Top-level View g v s

Application Domain GridMap

arge-scale
Federated Grid
Services
Infrastructure

mmmmmmmmm

Federation,
Partner,
Site, etc.

Geographical
Views

Local GridMap Local idMap  Local GridMap

/1IN /1IN /1IN

Next level of GridMaps
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GridMaps

Site Availability over time:

1111111

xxxxxx

21 Sep 2007

23 Sep 2007 24 Sep 2007 25 Sep 2007

0% 25%  S0% Yo% 100%
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. Correlatlons of metrlcs can be dlscovered by SW|tch|ng
between different views

sites without colour do
not support the VO

Site Availability from different VO perspectives:

Overall Site
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Uses Magnaview, a commerc
See also :



100%

90%

80% |

70% |

60%
50%
40%
30%
20%
10%

0%

Ratio of CPU : Wall_clock Times

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
month (2007)




@

Introductlon to CERN and Experlments

« LHC Computing
 Challenges
_Capacity Provision
_Box Management
_Data Management and Distribution
_What’ s Going On?
« Summary/Conclusion
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* Immense

_ Data rates, developing software, lack of standards,
worldwide collaboration, -

« Considerable Progress in last ~5-6 years
_ WLCG service exists
_Petabytes of data transferred

« But real data is nearly here---
_ Will the system cope with chaotic analysis?

_ Will we understand the system enough to identify
problems—and fix underlying causes

_Major “Dress Rehearsals” in Feb & May 2008

- last chance to shake system down before operation

« Answer(s) at LISA *~ 087
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