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ABSTRACT

The system administrators of large organizations often receive a large number of e-mails
from its users and a substantial amount of effort is devoted to reading and responding to these e-
mails. The content of these messages can range from trivial technical questions to complex
problem reports. Often these queries can be classified into specific categories, for example reports
of a file-system that is full or requests to change the toner in a particular printer. In this project we
have experimented with text-mining techniques and developed a tool for automatically classifying
user e-mail queries in real-time and pseudo-automatically responding to these requests. Our
experimental evaluations suggest that one cannot completely rely on a totally automatic tool for
sorting and responding to incoming e-mail. However, it can be a resource-saving compliment to an
existing toolset that can increase the support efficiency and quality.

User Dynamics: Problem Statement

Reading and responding to e-mails from disgrun-
tled users in an organization takes up several hours of
a system administrator’s daily effort. At the Engineer-
ing faculty at Oslo University College, with some
1,500 users, system administrators often encounter an
inbox with hundreds of messages in the morning when
arriving at work. The task of responding to these e-
mail messages can be daunting, time-consuming and
tedious. Yet, timely and quality replies are immensely
important for the individual user in order for the users
to fulfill their role in the organization. Technical diffi-
culties and setbacks, that may seem trivial to a system
administrator, can be overwhelmingly frustrating and
destructive for the user and can be unnecessarily
costly for the organization. Further, it is important that
anomaly reports from users get the attention of the
system administrators early such that corrective and
preventive actions can be taken and to minimize the
damage and the repercussions of the anomalies. It is
therefore important that the system administrators’
inboxes are continuously monitored.

Until very recently there have been few general
formal training programs for system administrators
with the exception of product specific certifications.
Yet, the existing training and certification programmes
primarily focus on technical issues. User support is
usually learned on the job and there are often few offi-
cial procedures for how to handle user queries.
Attempts at [SO-certifying and standardizing proce-
dures in organizations may result in some of these
queries being formalized, but often it is superficial
bureaucracy that, in terms of timeliness and respon-
siveness, may actually reduce quality rather than
improving it. Consequently, system administrators
often develop their individual practices for handling
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user queries, and often these ‘““common sense” prac-
tices work quite well in practice.

Organizations are dependent on a team of system
administrators and these administrators can usually be
reached through one point-of-call, such as sup-
port@fantasticCorp.com. E-mails sent to such an
address are commonly forwarded to the entire team of
system administrators that are responsible for user
queries. Two obvious reasons behind this strategy are
that it is easier for the users to remember and the
administrator on-duty will receive the message. How-
ever, often individuals in an organization know one or
more of the system administrators personally and may
decide to send a message to this specific system
administrator directly. This is (for the reasons stated)
an undesirable practice.

The size of the inbox is dependent on a number
of factors. Two important factors are when the inbox
was last inspected and the occurrence of certain sys-
tem events. According to queuing theory, e-mails can
be modeled as arriving in a stream with a Poisson dis-
tribution, and therefore the size of the inbox is approx-
imately proportional to the time passed since it was
last read. This phenomenon is something that every-
one coming to work in the morning or returning from
lunch, meeting or even a business trip can testify. Fur-
ther, the occurrence of certain events, such as a system
failure or anomaly usually ignites a burst of e-mails. For
example a printer breakdown on Friday afternoon does
not go down well with users struggling to meet their
deadlines. Once a system failure or anomaly affects the
work carried out by the user, the users often chose to
resolve the problem by contacting the system adminis-
trators by e-mail, as it may be hard to reach the system
administrator by phone. The more users an anomaly
affects the more e-mails the system administrator
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receives. Occurrences of anomalous events are hard to
predict but they themselves may be modeled using a
Poisson-like distribution.

The messages from users can be coarsely classi-
fied into four categories: a) automatically generated
mails from various processes such as cfengine, at,
cron, etc., b) unsolicited e-mail and spam, c) general
questions and d) urgent questions, notifications and
anomaly reports. Automatically generated mail is eas-
ily sorted into assigned folders using simple keyword-
based filters, and automatic spam filters are getting
increasingly good at reducing the amount of junk in
the inbox. General questions from users, such as how
to do “this or that,” are often not urgent and the task
of responding to the question can be delayed to a
“low-peak” time. Often, users ask similar questions
and the system administrator can retrieve an old
answer written to a different user at a previous point in
time. In this way, the administrator hopefully saves
time if this archived message can be recalled with lit-
tle effort. However, urgent e-mails from users report-
ing anomalies, faults and strange behaviour in the
computer system should be read and dealt with imme-
diately. Many system administrators in small and
medium-sized organizations get a ““feeling” for how
to read and respond to e-mail. The purpose of this
work is to assist the system administrator by simplify-
ing e-mail management. DIGIMIMIR, based on text-
mining techniques, automatically clusters and catego-
rizes incoming e-mail into related topics and presents
the e-mail categories in terms of identifiable and char-
acteristic keywords. System administrators get a clear
overview of the inbox contents, and can thus more
easily identify urgent matters that need to be resolved
at high priority. In addition, DIGIMIMIR can be con-
nected to a reservoir of pre-answered questions such
that the most suitable answers to commonly asked
questions are found automatically.

Previous Work

Much has been written on helpdesk support [8,
11, 13, 29] and many commercial systems exist, such
as El11 and IssueTracker. These systems primarily
focus on tracking historic aspects of customer support,
maintenance of searchable knowledge bases and the
identification of recurring issues. Many of these prod-
ucts target general businesses. GNATS is a system
specifically designed for tracking bugs in software and
the maintenance of these in databases [28].

Trouble ticketing systems, such as OTRS (Open
Ticket Request System), are useful tools for managing
large inboxes, which may be handled by several sys-
tem administrators concurrently. New requests that
arrive in the inbox are given a ticket (e.g., a number)
and an automatic reply informing the user that the
request is received and will be handled. Other requests
on the same issue are automatically grouped together
with the existing correspondence related to the ticket.
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The different system administrators therefore have
easy access to the entire history of the requests associ-
ated with a ticket. The responses of different system
administrators can therefore be coordinated.

Expert system based helpdesk systems have also
been explored [35], where the staff running the
helpdesk is guided through sequence of decision rules
to solve the particular difficulties. A problem with
expert systems is the nontrivial establishment of the
decision rules. Another strategy is case based reason-
ing which is especially suited at detecting recurring
problems [4]. In the spoken domain recurrent neural
networks have been used to route helpdesk calls auto-
matically based on utterances [9].

The difficulties of handling large numbers of
requests are commonplace in large organizations.
Research effort has gone into the automatic retrieval
of answers from existing question-answer lists based
on queries, such as the VIENA classroom system,
which uses lexical similarity [32, 33], the FAQFinder
system [1, 20] which uses semantic knowledge and the
FAQIQ system which uses case based reasoning [22].
In a different approach [30] a template strategy is used
to answer questions based on information in relational
databases. Common to all these strategies is that they
are based on already existing knowledge bases.

In addition to the distribution of answers it is
also necessary to categorize questions. The idea of
automatically sorting e-mail into predetermined cate-
gories has been examined by several researchers. In
one theoretical study [36] web-mining agents are
assessed as a means of automatically sorting e-mail
using an uncertainty probability based sampling clas-
sifier and rough relation learning.

Recently, there has been a huge public interest in
the problems associated with spam, and a substantial
effort has gone into developing spam-filtering technol-
ogy [1, 34]. Notably, by far the most efficient strategy
is the statistically based nave Bayesian classification
[34]. A nave Bayesian system is trained using a large
corpus of spam e-mails and non-spam e-mails and a
word signature vector is established for both groups.
When a new message arrives, its word signature is
compared to both that of the spam and the non-spam
signatures and the one that yields the best match deter-
mines its category. The spam-filtering problem is
related to the problem we are addressing in this paper.
However, it is different on two major accounts. Firstly,
spam-filtering entails classifying messages into two
groups, either spam or non-spam. Second, these cate-
gories are defined a-priori. However, in document
classification there are many (usually more than two)
categories and the categories might not be known and
therefore have to be established at run-time. Bayesian
classification has in fact also been studied in the con-
text of general document classification [24]. One
exciting practical development that has occurred in
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parallel with the development of DIGIMIMIR is POP-
FILE, which is a Bayesian based e-mail classification
program [12]. POPFILE works directly on POP3 e-
mail accounts and uses Bayesian classification to sort
incoming messages into predetermined categories.
POPFILE as a software product has reached some
maturity, but still suffer from major shortcomings —
the most notable (at time of writing) is the lack of
IMAP support. The IMAP protocol is particularly
applicable in the context of automatic mail sorting
applications since mail folders can be managed on the
server [5], and it is therefore possible to achieve e-
mail client independence. Further, POPFILE is
designed only to work in supervised mode and is
reliant on training data and therefore cannot be
deployed in unsupervised situations where new cate-
gories are created dynamically on the fly.

Another exciting and controversial new develop-
ment is the announcement of Google’s new e-mail ser-
vice Gmail [10]. This is a novel strategy in terms of
managing e-mail. The idea is that the users get a large
area to store their mails and that e-mails rarely have to
be deleted. Document classification techniques are
therefore used to navigate and search through this huge
reservoir of e-mails. This service is not yet available to
the general public, but this new thinking with regards to
dealing with e-mail management may prove to be useful
in terms of support and helpdesk e-mail management.

In fact, the largest success of text mining and doc-
ument classification and retrieval technologies has been
within the areas of web search engines [21, 25] and
search engine technologies have developed at a rapid
pace over the last few years. However, there is a num-
ber of profound differences between the clustering and
classification requirements for indexing web pages and
handling streams of incoming e-mail. First, the largest
difference is probably the volume of text. The web is
huge and the size can be exploited to up the quality of
the clustering and classification. Personal e-mail collec-
tions or an organization’s e-mail collection remain small
by comparison. Second, indexing of web pages can be
done offline and there are no critical time-restrictions on
how fast the pages are indexed. Indexing is often done
offline and there is a significant turnaround time from
when a change is being made on a document on the
Internet until it is being reflected in the search results of
the search engines. We could perhaps describe this as an
index epoch. However, in order for an e-mail sorting
system to have a value, the classification and clustering
needs to be continuous, instant and real-time. Third, in
the indexing of web pages quality is the prime impor-
tance, while in the clustering and classification of e-mail
messages quality can be traded for speed. Until now,
most of the research into text mining and document
classification and retrieval primarily focus on clustering
and classification quality and they pay less attention to
the real-time operational constraints and the incremen-
tally growing document collections (inboxes).
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Finally, some system administrators wisely
believe that the best support policy is self-reliance and
that users should be able to resolve their own prob-
lems as much as possible [7] and hence reduce the
need for support.

DIGIMIMIR and Text-mining

DIGIMIMIR employs techniques borrowed from
web mining (see [3] for a general introduction to web
mining) and terminology mining based on text corpora
(see for example [15]). DIGIMIMIR takes a set of
messages as input and produces a set of message clus-
ters as output, i.e., related messages are clustered
together, and unrelated messages are placed in differ-
ent clusters. The step comprises several phases. First,
the system must retrieve the messages, then each mes-
sage is pre-processed and transformed into a text vec-
tor. The set of text vectors representing the set of mes-
sages are used as input to the clustering algorithm so
as to compute the most suitable clusters and finally the
results are presented to the recipient (user).

A dedicated e-mail account is set up and DIGIM-
IMIR polls the inbox at regular intervals to check for
new incoming messages. The inbound messages are
processed as follows: Each message is treated as a
separate entity and used as a basis for computing a
word vector. A word vector represents a set of words
as a vector, where each word in a dictionary is
assigned a specific position in the vector, thus the size
of the vector equals the size of the dictionary used.
The presence of a word is marked by a positive non-
zero integer, where the value represents the number of
times the word occurs in the text. A zero denotes the
absence of a specific word. Cleary, different messages
containing different words have different word vectors
in the word space. Hence the phrases “‘nuts and bolts™
and “bolts and nuts” would both yield the same word
vector.

To generate a word vector the text is organized
into individual words. The first step is to filter high
frequency words, also known as stop words [31, 14].
This is achieved using a stop word dictionary com-
puted from word frequency lists [17]. Next, word
stemming is employed to obtain the general form of
words [27] with the purpose to reduce the size of the
word vectors. Then, a dictionary-based spell checking
technique is used. L.e. a reference dictionary compris-
ing of all the possible valid words in the language in
all grammatical forms is used. If an entry in the text
dictionary cannot be found in the reference wordlist
then the entry is tagged as a potential incorrect
spelling. All entries marked as potential incorrectly
spelled words are crosschecked against the reference
wordlist using Metaphone [26]. Metaphone is a tech-
nique, inspired by SOUNDEX for matching words
based on their English phonetic sound and it is partic-
ularly suitable for spell checking applications. Entries
with no Metaphone match in the dictionary are
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considered special terms. Entries with a metaphone
match are most likely incorrectly spelled words (see
[19] for an excellent survey of automatic spelling cor-
rection techniques). Then, each instance of the remain-
ing words is counted and represented in the word vec-
tor. The word vector therefore represents the poten-
tially interesting words that are characteristic of the
question [6]. Further, the word vectors can be large
and contain large amounts of noise. Research into
text-mining often strives to reduce the dimensionality,
or size, of the word vectors by the means of some
transformation [34]. In DIGIMIMIR a simple word
vector reduction technique is employed, namely word
masking. For each new vector that is being presented
to the system only the words present in the given word
vector are considered when computing the distance to
the other words in the clusters. l.e. all words that are
present in documents to be compared are discarded if
they are not also present in the document they are
compared to. This mechanism prevents unimportant,
and most probably, unrelated words to influence the
distance measure. Without dimensionality reduction,
or word masking, then the auxiliary words may unnec-
essarily add to the distance between two word vectors
that in practice are quite similar.

The word vectors are clustered using the K-means
algorithm — a classic and widely known and effective
clustering algorithm (see [6]). In clustering the words
are represented as vectors in the word space, and the
purpose of the clustering algorithm is to assign word
vectors that are similar to the same cluster in the vector
space and assign word vectors that are different to dif-
ferent clusters. Two vectors are similar if the distance
between the two vectors is small, and two vectors are
dissimilar if their distance is large. One popular dis-
tance measure is the Eucludean distance. The K-means
algorithm works as follows: a set of vectors is to be
clustered into K clusters. Initially, the vectors are
assigned arbitrarily to the K clusters. Then the mean
vector for each cluster is computed. Next, the vectors
are reassigned to the cluster to which they are closest
and the cluster means are recomputed. The process is
repeated until some convergence criteria are met.

Finally, the results of the clustering algorithm are
presented to the user as a pre-catalogued set of mes-
sages. Each time a new message or a group of mes-
sages arrives into the system, the process is repeated
incorporating the new messages into the clusters.

Quality Measurements

It is relatively easy to assess the quality of classi-
fication tasks when they are applied to a training set,
as this is a form of supervised learning, where the cat-
egories or clusters are predetermined. One can simply
compute the success rate as the number of messages
that are correctly assigned a cluster, and the error rate
as the number of messages that are incorrectly
assigned. However, assessing the quality of clustering
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is more difficult as there is no given mapping between
the training category and the assigned cluster. We
therefore deployed the following strategy: Each docu-
ment d; belongs to a training category c¢; and after the
algorithm is deployed it is assigned a cluster k;. After
training a category-to-cluster matrix is established
where the columns represent the training categories and
the rows represent the assigned clusters. An element at
column 7 and row j denotes the number of documents
from category c; that has been assigned cluster ;.

The quality measures are then computed in three
steps. First, for each category the entire column is
scanned for the largest value and this is marked as a
category-to-cluster mapping. Second, for each cluster
the entire row is scanned for the largest value which
again is marked as a category-to-cluster mapping. If
other elements in the row are also marked as a cate-
gory-to-cluster mapping (in the first step) then these
are remarked as “undecided.” Third, the three quanti-
ties are computed as follows: the success rate is com-
puted by summing all elements marked as category-to-
clusters and dividing by the total number of docu-
ments, the failure rate is the sum of all non-zero
unmarked elements divided by the total number of
documents and finally the ratio of ambiguous mes-
sages is the sum of all elements marked as ““unde-
cided” divided by the total number of documents.

Test Suites

In order to assess and document the effectiveness
of the system through a repeatable experiment, one is
dependent on a test suite with pre-categorized mes-
sages. The Reuters-21578 Text Categorization Collec-
tion [23] is a well-known and widely cited test suite,
comprising of Reuters news articles from 1987 that
have been classified and indexed by experts and later
made available for research purposes. These news arti-
cles comprise medium to long, well written, pieces of
English text. A news report is long compared to e-mail
messages that often are short and poorly written with
spelling mistakes and various abbreviations. The
Reuters collection is therefore not completely repre-
sentative of the problem domain. Further, we were
unable to use this test suite as the current implementa-
tion of DIGIMIMIR is optimized for Norwegian. To
manually categorize messages is time-consuming, dif-
ficult and error-prone. We therefore deployed three
strategies for obtaining test-suites:

First, a small hand crafted test suite, comprising
of 100 messages, was used for early testing. This set
contains manually categorized fictitious messages,
characterized as being easy to cluster and classify.

Second, the students at Oslo University College
were used to create the second set of messages from
an online “quiz,” comprising 160 messages. Four
themes with 10 entries each were created. Each entry
comprised a picture and a statement, such as a picture
of well-known politicians or some hi-tech device. The
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students were asked to submit a question related to the
entry via a web form. Thus the questions received
could therefore be tagged with the given category.

Third, a set of messages from our local UNIX
system administrator was collected and manually
organized into natural categories and labeled. Unfortu-
nately, this test set was small and contained a diverse
set of messages, since the system administrator limited
the selection (out of concern for privacy and security)
and considered the task low priority. Secondly, as this
paper was finalized during late spring early summer,
there was not that much traffic as the peak usually
occurs in the autumn when new students enroll onto
the college courses and acquire accounts on our com-
puter system.

Implementation Details

The implementation consists of the following
highly configurable Java components: Controller-mod-
ule: Controls the flow of information through the sys-
tem as the modules can be interconnected in an arbi-
trary manner, i.e., the output of one module can sent to
the input of another module etc. Messages are pro-
cessed as they travel through the various modules on
their path to their destination. A typical message-path
comprises an input-module, a set of pre-parsers, a
parser-module, a set of filters, a sorter-module and an
output-module. Multiple instances of a module can be
created and used in different parts of the message chain.

The modules are glued together by the means of
RMI (Remote Method Invocation) and a global con-
figuration file, allowing various modules to reside on
different machines in a distributed manner. This fea-
ture allows systems with a high degree of interactivity
to be configured, i.e., the system can be configured to
provide immediate feedback to instant inbound mes-
sages. A special message-path configuration is
required, which does not contain conventional input
and output modules. This implementation also allows
modules to be interconnected to form a tree-structure
where all non-leaf nodes are routers that forward mes-
sages to yet other modules. For instance, a controller
can be configured to identify the language of a mes-
sage and forward the message to the corresponding
controller for the target language of that message.
Messages can be rejected and re-routed to different
branches of the graph if problems are detected by
modules higher up in the tree.

Input-modules retrieve and convert external data
into the internal representation used by the system.
The current set of input modules can read POP3 (Post
Office Protocol) and IMAP (Internet Mail Access Pro-
tocol) mailboxes, and external JDBC-compliant data-
base tables provided the correct fields are appropri-
ately configured.

Preparsers modify the incoming messages before
they are tokenised into sentences and words. Removal
of HTML-tags is a common pre-parser filter operation.
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Parsers tokenise texts into sentences and words. A mes-
sage must be parsed before further processing can take
place.

Filters alter or remove words or phrases from
messages. For example, a spellchecker replaces incor-
rectly spelled words with their corresponding correctly
spelled words, while a stop-word filter removes words
that are not relevant to content of the message.

Sorter-modules attach answers to incoming mes-
sages, or signals to the controller that there are no
matching answers to the incoming question.

Output-modules return messages back to their
source provided they belong to the same category. For
example, POP3 and IMAP input messages are
returned via the SMTP (Simple Mail Transfer Proto-
col) output module. Further, the database input mes-
sages can be returned to another external JDBC-com-
pliant database using references created by the input
module.

GUI (Graphical User Interface)-controllers are
equipped with swing-based GUI components which
allows for direct user-controller-interaction. The cur-
rent GUI controller can be connected to multiple con-
trollers simultaneously. A HTML-based web interface
is not currently provided, but is planned for a future
release. The application is completely written in Java,
currently using MySQL 3.23 for persistent storage via
Hibernate. The application is developed and tested
using Sun’s JRE 1.4.2 (Java Runtime Environment).

Results

Figures 1, 2, 3, and 4 show the results obtained
running DIGIMIMIR on two datasets. The figures illus-
trate the accumulative performance of the system, i.e.,
how the system state changes as messages are added to
the system. The horizontal axes indicate the number of
messages in the system and the vertical axes represent
percentage correct answers, incorrect answers, ambigu-
ous or uncertain answers and new clusters. Figure 1
shows the results obtained using the quiz dataset in
unsupervised mode (160 messages), i.e., without train-
ing, and Figure 2 shows the results using the quiz
dataset in supervised mode (80 messages), i.e., with
training. One half of the dataset was used for training
and the other half was used during testing. Figure 3
shows the handcrafted dataset in unsupervised mode
and Figure 4 shows the hand-crafted dataset in super-
vised mode. The messages were shuffled into pseudo
random order for all the test runs.

All the figures show similar trends, namely that
the success rate, the error rate and the percentage of
new clusters converge as more messages are added to
the system — and this is adhering to expectations. The
quiz data reveals a clear difference between the unsu-
pervised and the supervised runs. In unsupervised
mode we achieve a successful classification rate of
nearly 50% and an error rate of just below 40%. The
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percentage of ambiguous or uncertain messages is
converging quickly to approximately 15%. Further,
the probability percentage of generating a new cluster
converges early at just over 10%. The results achieved
in supervised mode are nearly twice as good. First, the
success rate converges at around 80%, which is nearly
a doubling in quality compared to unsupervised mode.
This result is consistent with similar experiments
reported in the literature on document classification.
Second, the failure-rate is converging at 20%, which
again is a halving in the number of incorrectly

Eide, et al.

classified messages compared to unsupervised mode.
Further, the rate of ambiguous or uncertain messages
converges early at around 10%. It is also interesting to
observe that the probability of generating a new clus-
ter is converging much slower in supervised mode
compared to unsupervised mode and that it is converg-
ing at a higher value of approximately 20% compared
to 10% for unsupervised mode.

The shape of the graphs in the figures smoothly
either decrease (error-rate and clustering probability)
or increase (success-rate), but at certain points there
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appear to be discontinuities in the graphs resulting in
temporal setbacks. These discontinuities mark the
arrival of very dissimilar messages that result in new
clusters being established. When new clusters are
added the classification landscape is altered and leads
to a temporary classification instability and slightly
lower success rates. These messages can be genuine
and naturally belonging in new clusters or they may
simply be irrelevant or noisy messages.

Similar observations can be made in Figures 3
and 4. Figure 3 shows the accumulative success, error
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and clustering rates for the custom-made test data in
unsupervised mode with very high success rates, and
Figure 4 shows the same dataset in supervised mode.

Operational Issues

It would seem natural to integrate DIGIMIMIR
with a trouble ticket system such as OTRS. In fact, a
trouble ticketing system could be a good front end to
DIGIMIMIR. At the entry point all incoming mes-
sages are passed through a spam-filter, to remove
noise in the input stream, and then the e-mails are
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directly handled by DIGIMIMIR. DIGIMIMIR would
immediately classify the message and identify if there
are any suitable categories, i.e., a match with a high
probability of belonging to the particular cluster. If
there is a good match then DIGIMIMIR would respond
with a auto-reply if one exists in the system. If one of
the tickets associated with a message in the cluster is
assigned a response, then that response is also returned
to the client. If there is no suitable response, or the
probability is below a given threshold then the message
is assigned a cluster and a standard ticket notice is
returned to the user. These unprocessed messages are
later addressed by a second line of system administra-
tors. Each cluster is therefore analogous to a work
queue, and once one general answer is generated for the
messages in the cluster, all the recipients are forwarded
the general reply. There should also be room to give
specific and independent responses to a particular ticket
in a queue and mark it as such. This would prevent a
specific answer to be used as a general answer for auto-
matic distribution. Further, is should also be easy to
move a ticket manually to a different cluster if it is
detected that DIGIMIMIR has misclassified the mes-
sage. Further, it should be possible to manually estab-
lish new clusters and manually combine existing clus-
ters that have been automatically established.

Future Work

There are many improvements that can be made
to DIGIMIMIR. Firstly, the language specific modules
need to be internationalized. An absolute medium
addition is support for the English language. Ulti-
mately, the tools should be easily extended to support
any western language, such that it can be configured
using only a standard wordlist for the language, for
example the wordlists found on most Unix/linux-type
systems, and a stop word list. These are all relatively
easily accessible. The main challenge is the word
stemming algorithms that must be tailor made for each
language. Stemming algorithms have been published
for most western languages, but one needs to know the
language at least in order to evaluate the effectiveness
of these algorithms. Another challenge is picto-
graphic-based scripts such as Chinese. Chinese com-
puter lingo is a good mix of Chinese characters and
English terms, at least judging from Chinese Com-
puter Magazines. There is a vast literature on Chinese
language processing, and some answers may be found
there. POPFILE claims to handle Chinese messages.

Further, we only had the opportunity to experi-
ment with a few clustering techniques. Document
classification is an ongoing research topic and better
algorithms are continuously published. And the
DIGIMIMIR tools will most certainly benefit from
improved clustering and classification strategies.

A crucial next step of development is extended
IMAP support such that the folders facilities on IMAP
servers can be exploited. In addition to polling mes-
sages off the IMAP server, DIGIMIMIR should use
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the messages in the existing folders on the server dur-
ing the classification and consequently move mes-
sages from the inbox to the correct folders on the
server. When new clusters are established, DIGIM-
IMIR should create new folder on the server too. This
will allow standard IMAP clients, such as Thunder-
bird, to be used as front ends to DIGIMIMIR and
users would require no additional training. The users
will see the new messages in the respective folders
and the newly established folders. Further, by manu-
ally moving messages from one folder to another, the
user can correct the classification engine and manually
affect the classification and clustering. This would
abolish the need for the DIGIMIMIR GUI component.
However, we have had experiences with IMAP clients
that do not register folder changes on the IMAP server
that are made by other IMAP clients.

A crucial next step of development is extended
IMAP support such that the folders facilities on IMAP
servers can be exploited. In addition to polling mes-
sages off the IMAP server, DIGIMIMIR should use
the messages in the existing folders on the server dur-
ing the classification and consequently move mes-
sages from the inbox to the correct folders on the
server. When new clusters are established, DIGIM-
IMIR should create new folder on the server too. This
will allow standard IMAP clients, such as Thunder-
bird, to be used as front ends to DIGIMIMIR and
users would require no additional training. The users
will see the new messages in the respective folders
and the newly established folders. Further, by manu-
ally moving messages from one folder to another, the
user can correct the classification engine and manually
affect the classification and clustering. This would
abolish the need for the DIGIMIMIR GUI component.
However, we have had experiences with IMAP clients
that do not register folder changes on the IMAP server
that are made by other IMAP clients. Another long-
term improvement would be to introduce the idea of
collaborative DIGIMIMIR systems, perhaps via a cen-
tral body or directory, analogous to how virus filters
update themselves on a regular basis. Many of the
problems faced by system administrators are indepen-
dently of organization, but rather dependent on a par-
ticular version of a product, for example a security
patch for the apache web-server. As system adminis-
trators encounter problems and manually establishes
categories for these problems, the information can
then be shared with other DIGIMIMIR clients via one
or more central word-vector reservoirs. Then, when
other system administrators encounter similar prob-
lems at a later date, they can benefit from the work
already carried out by the first system administrator
and automatically obtain the new category, perhaps
even with a suggested response. However, there are
obvious privacy and quality issues that need to be
addressed in order to deploy such a strategy.

Another, interesting possibility would be to inte-
grate the system with a network monitoring and
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alerting system such as IPSentry. Such system often
has many channels of notification including e-mail.
Obviously, a message from such a system is very eas-
ily detected by DIGIMIMIR and is correctly classified
as such a system produces messages with uniform
wording and format. More interestingly, notifications
from network monitoring and alerting systems could
be correlated with user messages. This could greatly
help a system administrator more easily assess the
impact of a given network anomaly.

Finally, DIGIMIMIR could benefit from a thor-
ough review with regards to efficiency. Currently, the
system has been tested with hundreds of messages
with no apparent performance bottlenecks. However,
large organization could easily receive a thousand
messages each day, and maybe keep millions of mes-
sages on record. There are no apparent time or space
complexity issues that prevent the system from scal-
ing. The major bottleneck of the system is the k-means
clustering algorithm, which has a linear time-complex-
ity with respect to the number of messages
(O(c k d n), where £ is the k-value, d is the number of
dimensions for the documents, » is the number of doc-
uments and ¢ is the number of iterations required)
[16]. Further, the distributed nature of the DIGIM-
IMIR framework allows it to be configured to run in a
distributed manner across a network of workstations,
such that the inherent parallelism can be exploited.

Implications of Automated E-mail Support

The deployment of automatic document classifi-
cation technology in the context of sorting incoming
e-mails and automatically providing answers must be
done with care. Nearly all requests are unique and the
quality of the responses is best maintained by handling
the requests manually. However, the quality of a sup-
port service is a tradeoff between the quality of the
response content and its timeliness. A support depart-
ment that does not respond to requests or the
responses are answered weeks after they were origi-
nally sent can be frustrating to the users as they do not
feel that their request is taken seriously. On the other
hand, a rapid meaningless or obviously auto-generated
incorrect reply can be equally frustrating and infuriat-
ing to the user and embarrassing to the organization.
This may result in aggressive users. It is very difficult
to make a foolproof system, i.e., a system that never
incorrectly classifies a message and respond with the
answer to a different question. To minimize the dam-
age one can adopt psychological techniques, such as
using humble wording in the responses. For instance,
in DIGIMIMIR we used the following careful wording
in the auto-generated replies: “We found that your
question X is very similar to question Y. One answer
to question Y is Z. Note that this response is automati-
cally generated and a human will evaluate this
response hopefully quite soon.”

The optimal policy is probably a mixture of man-
ual responses and automated responses. Manual
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responses should be used during low-peak periods for
messages with a lower classification probability, while
the automatic response mechanisms are to be used
during peak hours when there is not sufficient manual
resources to handle the stream of incoming messages.
The administrator can then later inspect the requests
that arrived during the peak time and assess the
responses, and then send corrections to users when
appropriate. Such a post-peak period inspection is still
more efficient than having to respond to every mes-
sage manually. It will in some situations be easier to
spot a message that is out-of-place when it is placed
together with other messages that are related. Ulti-
mately, the inspection cycle is necessary as the 10 to
20% messages are incorrectly classified and needs to
be handled manually. If one receives 500 messages a
day, then this will account to 50 messages, and if the
organization receives 5000 messages a day, this will
obviously account to as much as 500 messages.

Politically speaking, an automated system is
desirable as it is resource-saving. As long as the finan-
cial gains of deploying such a system are larger than
the negative impacts of the errors introduced, an orga-
nization is likely to embrace such technology. A con-
sequence of this is that in the next instance the system
administrators may be budgeted with even fewer
resources by the decision makers.

Availability

DIGIMIMIR is constantly under development
and is released under a GPL license. Its binaries,
source code and documentation can be downloaded
from http://www.digimimir.org/.

Conclusions

In this paper we have addressed the problem of
e-mail helpdesk support. Text-mining techniques were
explored as means of partially automating the support
tasks and a tool dedicated to this task was presented.
Our experiments confirm that it is possible to achieve
50% or more correctly classified messages in unsuper-
vised mode and 80% correctly classified messages in
supervised mode. This can greatly help support staff
reduce their workload, especially when combined with
an auto-response feature. In operation, the system can
exploit a mixture of supervised and unsupervised
mode. Messages that are manually approved or classi-
fied messages can be used in a supervised manner,
while new clusters can be established dynamically and
unsupervised in order to get clear overview reports of
totally new situations. We believe that document clas-
sification technology to a greater extent will be incor-
porated into the broad range of e-mail handling sys-
tems in the years to come due to the great potential for
reducing the workload, but to ensure quality there
should be a human in the loop. Further, such technol-
ogy could also help reduce the emergency response
time of a support team as emergency messages can be
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more quickly identified and separated from less urgent
requests.
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