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Abstract—IPv6 is the future network layer protocol for A tunnel in which the end points’ routing tables need
the Internet. Since it is not compatible with its prede- to be explicitly configured is called eonfigured tunnel
cessor, some interoperability mechanisms were de5|gned.-|-unne|S of this type do not scale well, since every end

An important category of these mechanisms is automatic . . .
tunnels, which enable IPv6 communication over an IPv4 point must be reconfigured as peers join or leave the tun-

network without prior configuration. This category includes N€l. To alleviate this scalability problem, another type of
ISATAP, 6to4 and Teredo. We present a novel class of tunnels was introduced automatic tunnelsin automatic

attacks that exploit vulnerabilities in these tunnels. Thee tunnels the egress entity’s IPv4 address is computatipnall
attacks take advantage of inconsistencies between a tunfsel garived from the destination IPv6 address. This feature

overlay IPv6 routing state and the native IPv6 routing state - . .
The attacks form routing loops which can be abused as a eliminates the need to keep an explicit routing table at

vehicle for traffic amplification to facilitate DoS attacks. the tunnel's end points. In particular, the end points do
We exhibit five attacks of this class. One of the presented not have to be updated as peers join and leave the tunnel.
attacks can DoS a Teredo server using a single packet. The|n fact, the end points of an automatic tunnel do not
exploited vulnerabilities are embedded in the design of the know which other end points are currently part of the

tunnels; hence any implementation of these tunnels may be t L H Il end oboint t the implicit
vulnerable. In particular, the attacks were tested against UNN€!. FIOWEVET, all énd points opeérate on the implici

the ISATAP, 6to4 and Teredo implementations of Windows assumption that once a packet arrives at the tunnel, its

Vista and Windows Server 2008 R2. destination indeed is part of the tunnel. The primary
purpose of this work is to show that this assumption poses
I. INTRODUCTION a significant security vulnerability. We present a novel

The sixth version of the Internet Protocol [1] (lpv6)class of routing loop attacks that exploit this inconsisten

is the future network layer protocol for the Interneti.n the routing state. This class is exemplified with five
However, IPv6 is not backward compatible with IPv4f"‘ttaCks'
a host or a router supporting IPv4 can not processThe paper considers the three most prominent au-
an IPv6 packet. Since the complete migration of thmatic tunnels to date: ISATAP [3], 6to4 [4], and
Internet to IPv6 is expected to take several years, if nderedo [5]. These tunnels are supported by most major
decades, interoperability mechanisms that will enable tlgerating systems. They are the primary vehicles today
co-existence of IPv4 and IPv6 are required. One suébr delivering IPv6 connectivity, even more than a native
mechanism igunneling Tunnels enable two IPv6 nodesPv6 access [6]. It is important to note that the attacks
to communicate over an IPv4-only network. exploit design vulnerabilities in each of these tunnels,
In general, tunnels operate as follows. Each tunnel hast implementation bugs. Consequendpy IPv6 imple-
at least two end points. Each end point must be able meentations may be vulnerabl&o validate the attacks,
process both IPv4 and IPv6 packets and must possesswnhave tested them against two Windows platforms —
IPv4 address. To deliver an IPv6 packet over the tunn&Vindows Vista and Windows Server 2008 R2.

the ingress end point encapsulates t_he packet With_ an IPv4|though we think that the five attack examples have
headet. The source IPv4 address is that of the ingresggnificant merit on their own, we believe that the main
end point and the destination IPv4 address is that of tagntribution of this paper is the introduction of a novel
intended egress end point. Consequently, each tunnel @ghera class of routing loop attacks. This class of attacks

point must have a routing table that associates each IRyiGes a new insight into the secure design and deployment
destination address with an appropriate next-hop IP¥} gutomatic tunnels.

address. The packet is then handled by the IPv4-0nIy_|_h f1h . ved as foll Section I
network as a normal IPv4 packet. When it reaches the € rel;st_oft € paper 'Sf (:;ga{lr:ze asto ovtv_s.t ect|(|)_n
egress end point, it strips the IPv4 header and contin g¥€S @ Priet overview of the three automatic tunneling

to process the original IPv6 packet. The detailed Operati$ecf&an|;mst_ Cor:ﬁ'dered In thls_work: ISkATATF’) Géot4 ancli
of tunnels can be found in [2]. eredo. Section Il surveys previous work on IPv6 tunne

vulnerabilities. Sections IV and V present the routing loop

1The Protocol field in the IPv4 header has the decimal valuelof 4attac_ks and pOSSIble mitigation measures, respectlvely.
indicating that IPv6 header follows. Section VI concludes the paper.



Il. IPv6 TUNNELS IPv6 packets into and out of the 6to4 tunnel on behalf

In this section we give a brief overview of the thre@f the nodes in its site. An edge router that wishes to
automatic tunnels considered in this paper: ISATAP, 6toffrward an IPv6 packet on the 6to4 tunnel to another site

and Teredo. These tunnels are complementary, rather t§4} €ncapsulate the packet with an IPv4 header having
alternative, as they are designed for different networfk destination address derived from the IPv6 destination

address. The source address will be the IPv4 address of
the ingress edge router. Before decapsulating the IPv4
A. ISATAP header, the egress edge router verifies that if the source

ISATAP — Intra-Site Automatic Tunneling Protocol [3]2ddress is a 6to4 address, it corresponds to the IPv4
— is primarily designed to transport IPv6 packets betwe@qurce address. _
nodes in an IPv4 enterprise network. One of those nodedf the destination of the IPv6 packet is not a 6to4
is a router which also has a native IPv6 interface. TH¥ldress (does not have a 2002:/16 prefix) but a native
router forwards IPv6 packets into or out of the tunnel. APV6 address, the edge router encapsulates and forwards
node that belongs to an ISATAP tunnel has to know tH8€ packet to a special router called a 6to4 relay. A 6to4
IPv4 address of the router. If the IPv4 interface of a nod&lay is connected to the IPv6 native Internet as well as
has the addressP*, the corresponding ISATAP interfaceto the 1Pv4 Internet. It forwards IPv6 packets mtp and
is assigned a 64-bit ID having one of the following twut of the 6to4 tunnel on behalf of the nodes in the
formats: 0200:5EFE-PY or 0000:5EFEFP:. The first hative IPV6 Internet. The 6to4 relays in the Internet have
one is used if/P* is non-private and the second oné predetermiped anycast address: 192_.88.99.0[8]_. Arelay
otherwise. Using this interface ID, a link-local address &Uter advertises a route to 2002::/16 into the native IPv6
constructed. The node probes the ISATAP router usiffterior routing domain. Hence, packets from the IPv6
the Neighbor Discovery Protocol [7], in order to discovePative Internet destined to 6to4 sites will be forwarded
the global prefix of the tunnel and to construct a globdP it. The relay encapsulates and forwards the packets
IPv6 address. on the 6to4 tunnel using the 6to4 destination address as

For each ISATAP interface on a node a set of locatof€scribed above. Before forwarding a packet to the native
is configured. A locator is a mapping of a node’s IPvAPV6 network, the relay verifies that the packet's 6to4

address to its associated interface. Only if a packeBUrce address corresponds to its IPv4 source address.
IPv4 destination address and arrival interface match®@ Teredo

locator configured for the ISATAP interface is the packet The ISATAP and 6to4 tunnels encapsulate IPv6 packets

processed by that interface. V\1ith an IPv4 header. However, since most NATs cannot

To send an IPv6 packet destined outside of the tunn . :
: andle IP-in-IP packets, these mechanisms cannot work
the packet has to be encapsulated with an IPv4 header . .
the presence of a NAT. Hence a third mechanism

L . n
whose destination address is the router of the tunnel. If the .
packet is destined inside the tunnel, the IPv4 destinatign-> designed — Teredo [5]. Teredo enables nodes located

%re]hind one or more IPv4 NATs to obtain IPv6 connec-

will be the 32 rightmost bits of the IPv6 destination. . .
address. In both cases the IPv4 source address isrl['r\/gy by tunneling packets over UDP. A Teredo node

efforms a qualification procedure by interacting with an
IPv4 address of the encapsulator. At the egress end pogrr]l{ity called a Teredo server located outside the NATs.

fgfa?(?rdﬁff;fet ?g;?:;niiieﬁzgéhﬁ; :Ezrsa}gkgtr:]naichhei?ging this procedure, the node determines its external
) ' 1IPv4 address and UDP port assigned to it by the NATs.

verifies that one of the following two conditions holds: Each Teredo node is assigned an IPv6 Teredo address
1) the source IPv6 address corresponds to the sougg the following format:

IPv4 address;

2) the source IPv4 address is the IPv4 address of thé001:0<Teredo server:<flags>
ISATAP router in the tunnel. :<obfuscated external port<obfuscated external P,

scenarios.

The first condition holds when the packet's source is pashere the<Teredo server is the |IPv4 address of the
of the same ISATAP tunnel. The second one holds if tHEeredo server<flags> are various administrative flags
packet originates from outside of the tunnel. not further discussed in this papetpbfuscated external
port> is the 1's complement of the external UDP port
B. 6to4 assigned to the Teredo node, ardbfuscated external
The 6to4 mechanism [4] is designed to transport IPU@> is the 1's complement of the external IPv4 address
packets between IPv6 clouds or sites connected by thssigned to the Teredo node.
IPv4 Internet. It is assumed that each IPv6 site has anA Teredo node that wishes to send an IPv6 packet to
edge router with an IPv4 interface on the Internet sidanother Teredo node behind a cone NAT (see section 5 in
The IPv4 address of that interface determines the IP{@]) encapsulates the packet with UDP and IPv4 headers,
prefix of the entire site. If this address I, the 6t04 where the destination address and port will be derived
prefix of the site is 2002:P*/48. An edge router forwards from the destination’s Teredo address. The source address



and port will be the originator’s internal address and porbverlay IPv6 routing state and the native IPv6 routing
When a destination Teredo node is behind a restrictsthte. More specifically, they exploit the fact that each
NAT (see section 5 in [9]), a packet from another nodend point in an automatic tunnel is ignorant of the other
will be dropped by the NAT unless the destination nodeodes that are currently participating in the tunnel. The
first sends out a packet to that node. For this purpose thgacker exploits this by crafting a packet which is routed
originator node sends an empty packet called a bubbledeer a tunnel to a node that is not participating in that
the destination Teredo node through its Teredo server. Tiumnel. This node forwards the packet out of the tunnel
bubble’s IPv4 destination address is the server’s addreéssa native IPv6 network. In that network, the packet is
and the UDP destination port is 3544. The server receiviemited back to the ingress point that forwards it back into
the bubble and forwards it to the destination node usinige tunnel. Consequently, the packet will loop in and out
its Teredo address. This bubble passes the restricted N&{Tthe tunnel. We shall refer to the nodes that forward
because a destination node previously sent a packettie packet in and out of the tunnel as the victims of the
its server during the initial qualification procedure. Thattack.

destination node in turn will respond by sending its own A loop terminates only when the Hop Limit [1] field in
bubble to the originator of the first one. The purpose dhie IPv6 header of the packet is zeroed out. The maximum
the second bubble is to punch a hole in the destinatiovalue that can be assigned to this field is 255. Note that
restricted NAT. Once the second bubble is acceptedwdnen the packet is tunneled over IPv4 routers, the Hop
packet exchange can proceed. Limit does not decrease. Every attack packet will traverse
each hop along the loop55/N times, whereN is the
number of IPv6 routers on the loop. As a result, the loops

There is a large volume of work on the securittan be used as traffic amplification tools with a ratio
benefits and shortfalls of IPv6, e.g., [10], [11], [12], [13]of 255/N. The number of IPv6 routers on the loop is
However, only few works specifically address the securigfetermined by the type of attack and by the positions of
implication of IPv6 tunnels in general and IPv6 automatighe two victims. The closer the two victims are, the larger
tunnels in particular. the amplification ratio will be.

In [14], various security considerations of 6to4 are All the attacks described here were tested and veri-
discussed. It details attacks that can be mounted eitherfiyy against implementations of the tunnels in Windows
nodes participating in a 6to4 tunnel or on nodes outsidgsta and Windows Server 2008 R2. For each attack we
of it. The main vulnerability discussed in [14] is that IPvedescribe its applicability in practical network settings.
source address spoofing can be more easily carried outiRyparticular, we note that all attacks are initiated with
directing the packet through a 6to4 router or relay. In thig packet having a spoofed source address. As such
case the spoofed packet is more difficult to trace. Ref. [1ﬂ=]ey might be foiled by proper egress filtering measures
also reemphasizes known security checks that needs tode®loyed close to the attacker’s location.

carried out before encapsulating or decapsulating an IPy6 ]
Sacket with an [Pv4 hoader X Attack #1: 6to4 Relay to ISATAP Router

In [15] the authors discuss security concerns for IP The two victims of this attack are a 6to4 relay and
tunnels in general. They first call attention to the pogn ISATAP router. Let/Prsarap and IPs,4 denote
sibility that tunneled traffic can bypass network-basdfi€ IPv4 address of the ISATAP router and the 6to4
security measures if they are not configured correctly. THelay, respectively. LePr frsarap denote the IPv6 64-
authors also note the difficulty of identifying and filteringPit Prefix of the ISATAP tunnel. The attack is depicted
such traffic. They also point out the increased exposufe Figure 1(a). It is initiated by sending an IPv6 packet
of tunnel end points to attacks if the tunnel creates 4dRacket 0 in Fig. 1(a)) to a 6to4 destination address
opening in the NAT or if the tunnel's address is mor&ith an embedded router address bP;sarap, i.€.,
predictable than a native one. the destination address begins with 2002;s a1 4 p::/48.

In [16], an amplification attack has been demonstratddie source address of the packet is an ISATAP address
using routing header of type 0. This header sets intermedith Prfrsarap as the prefix and Fsi04 as the em-
ate way points for the packet_ The attack forced a pacmdded IPv4 address. As the destination address is 6t04,
to loop between two routers by setting their addresste packet will be routed over the IPv6 network to the
alternately many times in the routing header. This attagkosest 6to4 relay. The relay receives the packet through
led to the deprecation of this type of routing header [17its IPV6 interface and processes it as a normal IPv6 packet
The effects of this attack are similar to those of the attackdat needs to be delivered to the appropriate 6to4 site.

IIl. RELATED WORK

described in this paper. Hence, the packet is forwarded over the relay’s IPv4
interface with an IPv4 header having a destination address
IV. ROUTING LOOPATTACKS derived from the IPv6 destination, i.&.Prsarap. The

We now present the new class of attacks while exerseurce address is the address of the 6to4 rdl&y;..
plifying it with five routing loop attacks. Attacks in this The packet (packet 1 in Fig. 1(a)) is routed over the
class take advantage of inconsistencies between a tunné?g4 network to the ISATAP router. The router receives



ISATAP 6to4 ISATAP ISATAP
IRS(;\J?ePr gte?:y Router Relay Router A Router B
(IPisamae) (IPetoz) (IPrsar) (IPstoa) (IPa) (IPb)

1- IPv4: [P6to4 --> IPISATAP 1- IPv4: IPISATAP --> [P6to4 1-1Pv4: IPa --> IPb

IPVv6: Prfisatap::0200:5EFE:IPsto4 --> 2002:|P1SATAP:* IPv6: 2002:IPI1SATAP:* --> PrfisaTAP::0200:5EFE:IP6to4 IPv6: Prfs::0200:5EFE:IPa --> Prfa::0200:5EFE:IPb
0,2- IPv6: PrfisaTaP::0200:5EFE:IP6toa --> 2002:IPISATAP:* 0,2- IPv6: 2002:IPISATAP:* --> PrfisaTAP::0200:5EFE:IP6to4 0,2- IPv6: Prfg::0200:5EFE:IPa --> Prfa::0200:5EFE:IPb
(a) routing loop attack #1 (b) routing loop attack #2 (c) routing loop attack #3

Teredo
Client NAT
Teredo
Server Legend:
P o —> native IPv6

E> tunneled over IPv4

0- IPv4: ext. IP --> ext. IP

UDP: ext. port --> ext. port

IPV6: 2001:...;ext. port:ext. IP --> 2001:....ext. port:ext. IP
1-IPv4: ext. IP --> int. IP

UDP: ext. port --> int. port 0,1- IPvzi: |Pa-->IPa
IPv6: 2001:...;ext. port:ext. IP --> 2001:....ext. port:ext. IP UDP: 3544 --> 3544
2-IPv4: int. IP --> ext. IP IPV6: 2001:...:3544:IPa --> 2001:...:3544:[Pa

UDP: int. port --> ext. port
IPv6: 2001:...;ext. port:ext. IP --> 2001:...;ext. port:ext. I[P

(d) routing loop attack #4 (e) routing loop attack #5

Fig. 1. lllustrations of the various routing loop attacks

the packet on its IPv4 interface. It processes the packt Attack #2: ISATAP Router to 6to4 Relay

as a regular IPv4 packet that originates from one of

the end points of the ISATAP tunnel. Since the IPv4 The two victims in this attack are again a 6to4 relay

source address corresponds to the IPv6 source addresgl an ISATAP router, but here they have swapped roles.
the packet will be decapsulated. Since the packet's IPV&is time the ISATATP router accepts the attack packet
destination is outside the ISATAP tunnel, the packetnd forwards it on its ISATAP tunnel to the 6to4 relay,

will be forwarded onto the native IPv6 interface. Thavhich decapsulates it and forwards it back to the ISATAP
forwarded packet (packet 2 in Fig. 1(a)) is identical teouter on the IPv6 network. LetPrsarap, I FPsios and

the original attack packet. Hence, it will be routed backr frsarap be the same as above. The attack is depicted
to the closest 6to4 relay, in which the loop will start agairin Figure 1(b). This attack is initiated by sending an

IPv6 packet (packet 0 in Fig. 1(b)) with a destination

PSATAP address having®r fisarap as the prefix and

on the native IPv6 network. Note that only the part o
Psioa as the embedded IPv4 address. The source address
the loop between the ISATAP router and the 6to4 rel f the packet is a 6to4 address with a router having

traverses an IPv6 network. The opposite direction gogs

over a 6to4 tunnel over an IPv4 network in which th%ee iﬁ?mgxz;ogg[%ess ’ |..e.z/;i8th$h(:}est;réaktel(t)nWizlald(;reess
Hop Limit does not decrease. g o [SATAP- T2 b

routed over the IPv6 network to the ISATAP router. The
Applicability — There are some preconditions for the@outer receives the packet through its IPv6 interface and
attack to succeed. FirstPrs a7 4p must be a non-private processes it as a normal IPv6 packet that needs to be
address so the tunneled packet can be routed over tiedivered to the appropriate end point in the ISATAP tun-
IPv4 Internet. Second, there must not be ingress filterimgl. Hence, the packet is forwarded over the router’s IPv4
of protocol-41 packets at the ISATAP’s site border. Thirdnterface with an IPv4 encapsulation having a destination
the tunneled packet must arrive at the ISATAP router viaddress derived from the IPv6 destination , i/68%;.4.
an interface associated with one of the locators of théhe source address is the address of the ISATAP router,
ISATAP interface. This condition is hardest to fulfill whenl P;s a7 4 p. The packet (packet 1 in Fig. 1(b)) is routed
the ISATAP router sits at the site’s border and only itever the IPv4 network to the 6to4 relay. The relay receives
internal interface is associated with the ISATAP locatothe packet on its IPv4 interface. It processes the packet as
However, if the site has more than one entry point thee normal IPv4 packet that originates from one of the end
attacker may choose a victim 6to4 relay in a location smwints of the 6to4 tunnel. Since the IPv4 source address
that packets sent by it will enter the ISATAP site notorresponds to the IPv6 source address, the packet will
through the victim ISATAP router. be admitted and decapsulated. Since the packet's IPv6



destination is outside the 6to4 tunnel, the packet will e the original attack packet. Hence, it will be routed back

forwarded out on the native IPv6 interface. The forwarded router A, in which the loop will start again.

packet (packet 2 in Fig. 1(b)) is identical to the original In this attack the Hop Limit field will decrease only

attack packet. Hence, it will be routed back to the ISATAR/hen the packet traverses the IPv6 network from router

router, in which the loop will start again. B to router A. In the opposite direction the packet goes
In this attack the Hop Limit field will decrease onlyover an ISATAP tunnel over an IPv4 network, in which

when the packet traverses the IPv6 network from the 6ttiae Hop Limit does not decrease.

relay to the ISATAP router. In the opposite direction the Applicability — The preconditions of the first attack

packet goes over an ISATAP tunnel over an IPv4 networRpply here as well, unless the routers reside at the same

in which the Hop Limit does not decrease. site. In that case their addresses may be private.
Applicability — First I Prs a7 4p must be a non-private p  attack #4: Teredo Client to NAT

address so it can be processed by the 6to4 relay. Secon

: . o ; : dI’his attack exploits a Teredo tunnel. The two victims
if Neighbor Unreachability Detection [7] is employed byare a forwardingpnode that employs Teredo for its own

_the ISATAP ro_uter, it will d_|scover that the_6toz_1 reIayIPv6 connectivity and its closest NAT. Such a forwarding

is not part of its ISATAP link. However, this will not : .

stop the loop. The entry that corresponds to the 6td) de may be a router, a firewall, a Mobile IP home agent
| c. We assume that the NAT is of type cone and it

relay in the Neighbor Cache will indeed be removed, S . . :
. supports hair-pin routing with source address translation
However, upon receipt of the looped attack packet t : .
ese two assumptions are based on two requirements,

entry is recreate and the packet is forwarded immediat 0-8 and REQ-9, included in a Best Current Practice

as address resolution is not needed in an ISATAP lin ublished by the IETF [18]. The attack is depicted in
The NUD procedure will only enhance the attack bg. ). Itis initiated b di IPV6 ket
repeatedly sending probe packets to the 6to4 relay. igure 1(d). Itis initiated by sending an 1Fvo packe ove,r
the Teredo tunnel (packet O in Fig. 1(d)). The packet's
destination IPv4 address and UDP port are the same
as the source IPv4 address and UDP port. They are
The two victims in this attack are two ISATAP routersequal to the external IPv4 address and UDP port of the
— router A and router B — having addresgé3, and/P,, client. The IPv6 destination and source addresses are
respectively. LetPr f4 and Prfp be the prefixes of the Teredo addresses, denoted B¢, ., and IPs.. .o
ISATAP tunnels of router A and router B, respectivelyrespectively, where the fieldsobfuscated external post
Note that the two routers do not participate in the sanand <obfuscated external P in both addresses are
ISATAP tunnel. However, they may reside at the same afentical and equal to the 1's complement of the Teredo
different sites. The attack is depicted in Figure 1(c). It islient’s external port and address, respectively. Thedield
initiated by sending an IPv6 packet (packet 0 in Fig. 1(cX Teredo serves or <flags> in those addresses should
with a destination ISATAP address havidyyf4 as the be different. Although their values are not important, they
prefix andl P, as the embedded IPv4 address. The sourpeust not be equal to the respective fields in the client’s
address of the packet is an ISATAP address hafings ~ Teredo address. Consequenflyy., . ,, andIP;. .., are
as the prefix and P, as the embedded IPv4 address. Theot equal to the client’s Teredo address.
packet will be routed over the IPv6 network to router A. Having a state associated with the client following the
The router receives the packet through its IPv6 interfagsitial qualification procedure and being of type cone, the
and processes it as a normal IPv6 packet that needsNAT will not filter the attack packet and will pass it to
be delivered to the appropriate end point of its ISATAEhe internal network while translating the destination4Pv
tunnel. The fact that the source address is also an ISATAEdress and UDP port to the internal address and port of
address does not matter here; the important thing is the client (packet 1 in Fig. 1(d)). The packet reaches the
the packet originated outside of the tunnel A. Hencelient over its IPv4 interface. The IPv4 source address and
the packet is forwarded over the router’s IPv4 interfagaort of the packet correspond to the IPv6 source Teredo
with an IPv4 encapsulation having a destination addreaddress; hence the client will admit the packet and remove
derived from the IPv6 destination , i.d.P,. The source the IPv4 and UDP headers. Sinéé . is not the
address is the address of the routeri&,. The packet address of the client and the client is in forwarding mode,
(marked with 1 in Fig. 1(c)) is routed over the IPv4the client forwards the packet back to the network through
network to router B. The router receives the packet on itis Teredo interface (packet 2 in Fig. 1(d)). The packet is
IPv4 interface. It processes the packet as a regular IPsAcapsulated again with IPv4 and UDP headers, while the
packet that originates from one of the end points of idestination address and port are derived frbRf., . -
tunnel. Since the IPv4 source address corresponds to Nemely, they are equal to the client’s external address and
IPv6 source address, the packet will be decapsulated. Tgwt. The source address and port are the client’s internal
packet’s IPv6 destination is outside of router B’s tunnefddress and port. Since the NAT is assumed to support
hence the packet is forwarded out onto the IPv6 interfadeair-pin routing, when the packet reaches the NAT it will
The forwarded packet (packet 2 in Fig. 1(c)) is identicdle routed back to the internal network. The destination

C. Attack #3: ISATAP Router to ISATAP Router



address and port will be translated to the client’s internal V. MITIGATION MEASURES
address and port. Since the NAT supports source address ) ) N
translation, the source address and port will be translatedMe Suggest some simple security measures to mitigate
to the client's external address and port. The resultifge attacks. These measures are to be applied at the
packet is identical to the previous packet (packet 1 ppt(_antlal victims. Common to all the at.tack.s is that the
Fig. 1(d)). Hence, it will be routed back to the client, invictims admit and forward a packet which is eventually
which the loop will start again. routed back to them. The proposed security measures
In this attack the Hop Limit field will decrease only@r® aimed at recognizing such packets and discarding

when the packet traverses the Teredo client. Only th&fem- Before a node forwards a packet, it must check its
is the packet handled by an IPv6 stack. In all the othd€stination address to verify that there is no chance the
hops on the loop, including the NAT, only IPv4 processinBaCket will eventually loop back t_o it. To th|s end a no_de

takes place. must be aware of any automatic tunneling mechanism

Applicability — We note that in some network cases even those it does no_t employ — that might be useq to
proper ingress filtering measures at the site, such 'QQP the packet back to it as demonstrated in the previous
reverse path forwarding [19], may prevent the initigpection. In part_lcular, the following conditions must hold
attack packet from entering the site. before forwarding a packet:

1) If the destination address is an ISTATAP address,

E. Attack #5: Teredo Server its last four octets must not be equal to an IPv4
address of one of the node’s interfaces.

2) If the destination address is a 6to4 address, its 3-6
octets must not be equal to an IPv4 address of one
of the node’s interfaces.

3) If the destination address is a Teredo address, the

field <obfuscated external IP must not be equal

to the 1's complement of an IPv4 address of one of

the node’s interfaces or to an IPv4 address which

is mapped to that node by a NAT

This attack differs from the attacks above. First, it
engages with only one victim, a Teredo server. Second,
the loop is not formed by forwarding the same IPv6
packet over and over, but by creating a new packet
over and over again. Hence, the lifetime of the loop is
infinite and not limited by the Hop Limit field. These
two differences make this attack the most violent of all
the attacks described in this paper. Executing the attack
on a victim will result in an immediate exhaustion of the
victim’s CPU resources and will bring it to a crawl. All these checks should be applied in every IPv6 node

The attack loop is formed by tricking a Teredo servehat might forward packets and is participating in at least
to produce a bubble destined to itself upon receipt @he of these tunnels. For example, an ISTATP router that
another bubble. The attack is depicted in Figure 1(e). @oes not participate in a 6to4 or Teredo tunnel must still
is initiated by sending a bubble over the Teredo tunnel gxercise all three checks. This implies that for any new
the server (packet 0 in Fig. 1(e)). The bubble’s destinati@tomatic tunneling mechanisms that will be designed
IPv4 address and port are identical to its source IPv@ the future, a corresponding security check should be
address and port. They are equal to the IPv4 addressagifled.
the server and 3544, respectively. The IPv6 destination
and source addresses are two distinct Teredo addresses, V1. CONCLUSIONS
in both of which the fields<obfuscated external post
and <obfuscated external [P are identical and equal to  In this paper we present a novel class of routing
the 1's complement of the server’s IP and port (3544&1_)0[3 attacks that exploit the design of IPv6 automatic
The server receives and processes the packet as a nofaiels. Five attacks of this class which abuse ISATAP,
Teredo bubble. In particular, it verifies that the sourceto4, and Teredo are exhibited. The attacks exploit the
IPv4 address and port correspond to the source IP¥goONSsistencies between a tunnel’s overlay IPv6 routing
Teredo address. The server then creates a new bubBrie€ and the native IPv6 routing state. Consequently, a
(packet 1 in Fig. 1(e)) destined to the IPv4 address agarefully constructed packet will loop. In the first four
port as derived from the IPv6 destination address. Tiaétacks the loop is bounded by the Hop Limit field in the
Teredo specification does not define a check to prevedhv6 header. However, the last attack is infinite since it
this (see section 5.3.1. in [5]). Hence, the bubble will beauses a Teredo server to produce a new bubble packet
destined to the servers IPv4 address and to port 3544 every loop. It is our opinion that further research may
Since the new bubble is identical to the previous one, tiearth more routing loop attacks of this class.
loop starts again indefinitely. The proposed mitigation measures for such attacks are

Applicability — The initial attack packet has identicalrelatively simple however they require knowledge of other
IPv4 source and destination addresses. Some operatiigneling mechanisms that may not be employed by the
systems, e.g. Linux, will automatically drop such packeg@efending node.
upon arrival. Hence, a Teredo server deployed on such
OSes is not vulnerable. 2Note that the externally mapped address is known to a Teréett.c
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