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» Data is accessed in groups
* Groups: any set of data accessed together
* It is possible to predict grouped accesses
* Reliability schemes trade availability for lowered
COSts
* Rebuild can cause long periods of unavailability
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* If previous grouping exists, combine groupings by
. \ fuzzy set union + symmetric difference Ne)(t Steps
Data PrOCQSSlng * Good way to get groupings of a desired size without
W overfitting « Add correlated failure to fault injector
» Set sliding window size based on available * Update group likelihoods based on most recent « Estimate productive time lost
memory and workload domain kngw|edge S grouping * Examin_e effect of different scrubbing
» |f metadata exists, group first by metadata frequencies
« Otherwise, calculate mxm distance matrix Runtime * Examine different underlying reliability
« m : number of unique block offsets schemes
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E)Is;ﬁ?yce metric: Use spatio-temporal » Recording and splitting accesses: O(1) P

» Calculate distance matrix: O(m?)
» Grouping: O(m€), where G is your maximum group size Acknowledgements
* Most groups are small, so runtime ~ O(m? + 3+ k% + ... + Z5) where

m>>j>>Kk>>Z

* Done in real-time per window
e If a group of elements is close to most other
elements, remove them (on-disk cache)
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