
Shingled Disks and Arrays 

 Shingled magnetic recording (SMR) potential:  

• Current disks offer recording densities of 400Gb/in2 

• With SMR, 1Tb/in2 is possible [3] 

SMR functional considerations: 

• Consecutive tracks are overlapped. 

• Updates to individual tracks result in overwrites to any overlapped tracks. 

• Overlapped tracks can be grouped into bands or logs [1]. 

• Log-structuring approaches can defer the need to update in-place [2] 

• Alternative design parameters, interface models, and file systems-based 

solutions are possible [1]. 

Workload-Based Evaluation 
 

Striped workload  

• using composite of four workloads 

•  workload mix varied by adjusting a random interleave 

 

Pure workload  

• total activity across four disks 

• disks arranged in sequence 

• time-varying workload, but not interleaving 

 

Dedicated workload  

• total activity across four disks 

• disks dedicated to individual workload sources 

• unlike "pure" and "striped" workloads: no interleaving per-disk 
 

Initial Findings  
• Heavily interleaved workloads can have a dramatic 

negative impact on disk activity.  

• Reducing interleaving has a significant positive effect. 

 

Disk Layout Options (in lieu of basic striped arrays): 

• Dedicated disks and bands 

• Workload differentiation 
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As the degree of interleaving in the 

composite workload traces is reduced (the 

burst sizes increase), for the array we see a 

reduction in the amount of disk activity that 

approaches that of the pure configuration. 

 The Peril and Promise of Shingled Disk Arrays 
(how to avoid two disks being worse than one) 

Disk activity when replaying multi-source traces against a simulated 

array of shingled write disks.   Based on a shingled write disk 

utilizing a log-structured write scheme to minimize in-place updates. 

Evaluating the behavior of shingled disks when used in an array configuration or when faced with heavily interleaved workloads from multiple sources. 

Logical view of a simple array of disks. In the striped arrangement, blocks 0, 1, and 2 

are arranged as A1, B1, and C1. In pure arrangements, blocks 0, 1, and 2 are 

arranged as A1, A2, and A3. 
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Logical view of a shingled write disk divided 

into bands, allowing the in-place update of a 

band, although at the expense of a destructive 

track write within an individual band. 
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